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ABSTRACT

The loss of verb second (V2) in languages like English and French is often attributed to

language-specific causes. One feature that is shared by all languages that have lost V2 is

the increase in subjects in clause-initial position. This thesis explores how the variability

in constituent types occurring in the clause-initial position affects the acquisition

of V2. It is hypothesised that lower variability in the input affects the acquisition

process negatively: Learners are unable to dissociate the clause-initial position from a

specific constituent type, in particular subjects. The hypothesis is formulated against

the backdrop of a domain-general fostering effect of variability on learning (cf. Raviv,

Lupyan & Green 2022). The cognitive perspective that this approach takes allows the

provision of a more uniform explanation for the changes that have occurred in individual

languages. At the outset, variability in grammatical functions (e.g. subject, object) was

stipulated to be the relevant domain. The hypothesis was then investigated with artificial

language learning (ALL) experiments and a corpus study. Building on previous work, an

ALL design was conceived that enables participants to sufficiently learn a V2 grammar

in a short period of time (experiment 1 & 2). This design was put to use in three

experiments with native speakers of English as participants. All three experiments

compared languages with different distributions of clause-initial constituents: a high-

variable language (i.e. with a uniform distribution of subjects, objects and adjuncts

in clause-initial position), and two or three low-variable languages (i.e. with one

constituent type dominating the clause-initial position). The experiments differed in the

nature of the artificial language: a semi-artificial language combining English vocabulary

with a V2 grammar (experiment 3), a fully artificial language (experiment 4) and a

visual language that uses icons in lieu of lexical items (experiment 5) were used. The

learning success in general was conditioned on the lexicon size such that a sufficiently

sized lexicon was necessary for successful acquisition (experiment 4). Moreover, the

results suggest that input variability indeed affects learning of a V2 grammar. Across

experiments, a language where objects dominate the clause-initial position was the

most difficult to learn. A language in which adjuncts dominate was learnt best in

experiment 3, whereas no difference between such a language and a language with a

uniform distribution of clause-initial elements was found for experiment 5. Although

grammatical functions were initially defined as the relevant domain of variability, this

could not be sustained in the light of the experimental findings. Instead, it is argued

that learners can be sensitive to variability in grammatical functions and grammatical

categories (e.g. NP, AdvP, CP). The uniform language exhibits high variability in terms

of grammatical functions, while the adjunct-dominant language is characterised by

high variability in grammatical categories. The advantage of the adjunct-dominant

language in experiment 3 can be attributed to influence of participants’ L1 (English).

i



This overall interpretation receives independent support from a large-scale corpus study

showing a large proportion of adjuncts in initial position in German. Adjuncts entail high

variability in grammatical functions and grammatical categories. The stability of the

V2 property in German for over a millennium can be interpreted as direct consequence

of a high proportion of clause-initial adjuncts. Taken together, the findings of this

thesis provide support for the role the low variability in clause-initial constituent types

played in the loss of V2. It further shows that a cognitive angle can be useful for finding

uniform factors contributing to the loss of V2.
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LAY SUMMARY

Among the languages of the world a host of different word orders can be found. A word

order that is only very rarely attested is the so-called verb second (V2) word order. As

the name suggests, the verb is placed in the second position of the clause. Only a single

constituent — i.e. a single word or a group of words that form a syntactic unit (e.g. the

book, in the desert) — can precede the verb. Although this resembles the word order of

English, the crucial difference between English and V2 languages lies in the function of

the clause-initial constituent. The preverbal position is confined to subjects in English,

whereas only few restrictions apply to the same position in V2 languages. Examples of

languages that are characterised by a V2 word order are German, Swedish and Icelandic.

English also used to be a V2 language, but the V2 word order was replaced by the

present-day subject-verb-object order in the 14th and 15th century. Other languages

such as French and Portuguese share a similar fate. Interestingly, the loss of V2 in

different languages proceeds in a similar fashion. On the one hand, word orders where

the verb is preceded by more than one constituent can be found more frequently. On the

other hand, the amount of sentences with subjects in initial position rises considerably.

At the same time, V2 sentences in which a constituent other than the subject precedes

the verb become increasingly rare. Research in linguistics and other domains of human

cognition has shown that humans learn better (e.g. a motor skill) when they are exposed

to variable stimuli during training. This raises the question whether the loss of variability

in the position preceding the verb might have contributed to the loss of V2. This thesis

investigates this question in a series of artificial language learning experiments. In

this type of experiment, participants learn a miniature linguistic system that contains

only the language features of interest. Such experiments thus offer the advantage that

specific features can be studied in isolation without confounding effects from other

aspects of the language. In the experiments presented in this thesis, English native

speakers were taught V2 languages that differed only in the distribution of the different

constituent types that precede the verb. Afterwards, it was tested whether participants

apply the V2 rule to contexts that they have not seen before. The combined results

of the experiments show that more variability in the constituents preceding the verb

indeed benefits the acquisition of V2 languages. Lower variability, in turn, hinders the

acquisition of V2 languages. The results are interpreted as evidence that the decrease

in variability in the preverbal position can indeed contribute to the loss of V2. The

findings of this thesis therefore suggest that properties of human cognition may have

played a role in the loss of V2 across languages.
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CHAPTER 1

V2, ITS LOSS AND THE ROLE OF
VARIABILITY

1.1 Introduction
Romansh, a Rhaeto-Romance language spoken in Switzerland (Canton of the Grisons),

exhibits an intriguing word order. Different permutations of the same constituents are

licensed by the grammar. SVO sentences, as in (1a), along with object-initial sentences

(1b) and adjunct-initial sentences (1c) are permissible. Even sentences with clause-

initial participles, exemplified in (1d), constitute grammatical utterances (Spescha

1989, Kaiser 2002, Liver 2010, Maurer-Cecchini 2021).1,2

(1) a. La

the

dunna

woman

ha
has

legiu

read

il

the

cudisch

book

cun

with

plascher.

pleasure

romansh

‘The woman reads the book with pleasure.’

b. Il cudisch ha la dunna legiu cun plascher.

c. Cun plascher ha la dunna legiu il cudisch.

d. Legiu ha la dunna il cudisch cun plascher.

(Kaiser 2002: 2)

One striking feature that unifies all sentences in (1) is the position of the finite verb ha.

Notice that the finite verb consistently occupies the second position of the clauses; that is,

only one constituent precedes the verb. This peculiar word order is commonly referred

to as verb second (V2) in the literature (Holmberg 2015). As the name suggests, the verb

obligatorily occupies the second position in a clause. At the same time, the nature of the

clause-initial constituent is virtually unconstrained. The apparent sensitivity to linear

positions is cross-linguistically unattested: grammatical functions, not linear positions

are often considered the determining factors in word order. When considered from a

typological perspective, V2 appears to be a rare phenomenon (Holmberg 2015: 343).

Only a small number among the currently spoken languages feature a V2 grammar;

apart from Romansh, V2 is attested in almost all Germanic languages with the exception

of English and a few other languages such as Kashmiri (Bhatt 1999), Berta (Andersen

1Throughout this thesis, different grammatical functions in sentences are visually encoded. Subjects are
italicised, objects are underlined and finite verbs are represented in bold font.

2All Romansh examples are taken from the Sursilvan variety.
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Chapter 1 V2, its loss and the role of variability

2017) and Tohono O’odham (Fitzgerald 2020). Even when historic stages of current

non-V2 languages are included, only English, Welsh and most of the Romance language

can be added to the list of V2 languages.

Interestingly, the languages that have lost V2 and those still exhibiting a V2 grammar

shared many similarities previously. Apart from the frequent V2 sentences, non-V2

structures are attested in earlier stages as well. For instance, verb first (V1) sentences

can be found both in Old English (OE) and Old High German (OHG). This can be seen in

the examples in (2a) and (2b), respectively. At the same time, more than one constituent

can also precede the finite verb, as exemplified in the examples in OE (3a) and OHG

(3b).

(2) a. Wæs
was

Hæsten

Hæsten

þa

then

þær

there

cumen

come

mid

with

his

his

herge

host

oe

‘Hæsten then had come there with his host.’

b. Was
were

liutu

people

filu

many

in

in

flize,

diligence

in

in

managemo

great

agaleize

effort

ohg

‘There were many people in diligence, in great effort.’

(Hinterhölzl & van Kemenade 2012: 814)

(3) a. Hiora

their

umtrymnesse

weakness

he

he

sceal
shall

ðrowian

atone

on

in

his

his

heotan

heart

oe

‘He shall atone their weakness in his heart.’

(Haeberli 2002a: 90)

b. forlaaz senu

forgiven

dhir

you.dat

uuer dant
become

dhino

your

suntea

sins

ohg

‘Your sins are forgiven.’

(Axel 2009a: 135)

Why does one language lose its V2 property, whereas the other has retained and even

strengthened it (even more so when both are closely related)? Different explanations

have been adduced for the loss of V2 — ranging from changes to inflection morphology

(Haeberli 2002a), phonological (prosodic) changes (Adams 1987b, Galves & Paixão

de Sousa 2017) to language contact (Kroch, Taylor & Ringe 2000). Even though the

causes are generally language-specific, similarities can be observed as well. On the

one hand, all languages that have lost V2 showed an increase in subject-initial clauses

(van Kemenade & Westergaard 2012, Steiner 2014, Meelen 2016). On the other hand,

many theories allude to some form of learning to explain the demise of V2 (Roberts

1993, Willis 1998, Steiner 2014). The goal of this thesis is to spell out what role

learning plays and how learning interacts with the distribution of different clause-initial

elements. This is inspired by learning models that connect language change to language

acquisition (Yang 2002, Lightfoot 1999, Westergaard 2009b). Based on experimental

work showing that variability in the input fosters learning, I hypothesise that the loss of

V2 is contingent on the variability in the clause-initial position. If the variability is too

low, V2 will be lost. I specifically propose that low variability prevents learners from

forming representations where no fixed association between the clause-initial position

2



1.2 V2: An overview

and specific grammatical categories (e.g. NP, PP) or grammatical functions (e.g. subject,

object) exist.

The purpose of the present chapter is to lay the foundations for this thesis. First,

the phenomenon under investigation will be introduced, including a brief summary of

theoretical analyses (§1.2). Next, the loss of V2 in different languages will be scrutinised

more closely (§1.3), before three models of learning will be sketched (§1.4). In §1.5, the

role of variability will be examined and the hypothesis under investigation in this thesis

will be derived. Finally, the artificial language learning method will be introduced in

§1.6 before the chapter concludes with a brief summary and an overview of this thesis

(§1.7).

1.2 V2: An overview
I will first provide a descriptive definition of V2 (§1.2.1) before listing V2 languages in

the past and present (§1.2.2). The section will conclude with a brief overview of three

different types of theoretical analyses of the studied phenomenon (§1.2.3).

1.2.1 Towards a descriptive definition of V2
The example in (1), repeated here in (4) for convenience, showcases again the V2 word

order pattern in Romansh. The finite verb forms the second constituent of the clause

irrespective of the nature of the clause-initial constituent. That is, the verb always

comes second when the subject (4a), the object (4b) and even non-arguments (4c)–(4d)

are realised clause-initially.

(4) a. La

the

dunna

woman

ha
has

legiu

read

il

the

cudisch

book

cun

with

plascher.

pleasure

romansh

‘The woman reads the book with pleasure.’

b. Il cudisch ha la dunna legiu cun plascher.

c. Cun plascher ha la dunna legiu il cudisch.

d. Legiu ha la dunna il cudisch cun plascher.

(Kaiser 2002: 2)

Although I will shortly discuss some exceptions (cf. also (2)–(3)), the following broad

descriptive definition of V2 can be provided: The verb is obligatorily realised in the

second position of the clause and can only be preceded by one constituent whereby few

or no restrictions apply as to the grammatical function or category of the clause-initial

element (Vikner 1995: 39, Kaiser 2002: 1, Holmberg 2015: 342, 347, Freitag 2021: 7).

The obligatory placement of the verb in the second position becomes evident when (4)

and (5) are compared. In (5a)–(5c) two constituents occupy the clause-initial position

rendering the sentences ungrammatical. That is, if constituents other than the subject

precede the verb, the subject and the verb need to invert (cf. (4b)–(4d)).
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(5) a. *La dunna il cudisch ha legiu cun plascher. romansh

b. *Cun plascher la dunna ha legiu il cudisch.
c. *Il cudisch cun plascher ha la dunna legiu.

(Kaiser 2002: 2)

Although all previous examples featured exclusively declarative sentences, V2 is not

necessarily confined to declaratives. In Romansh, V2 is also required in wh-interrogatives

(Spescha 1989: 594, Liver 2010: 147, Hack & Kaiser 2013) and may occur in certain

types of subordinate clauses (Grünert 2018, Meisezahl 2019). This is illustrated in (6)

as well as (7) and (8), respectively.

(6) Tgei

what

manegia
means

tiu

your

patrun?

boss

romansh

‘What does your boss think?’

(Hack & Kaiser 2013: 146)

(7) Cura

when

eis
is

ella

she

morta?

died

romansh

‘When did she die?’

(Liver 2010: 147)

(8) […]

[…]

che

that

lu

then

seigi
be

ei

it

in

a

bienton

piece

pli

more

ruasseivel

quietly

romansh

‘[…] that it would be somewhat quieter then’

(Grünert 2018: 28)

Freitag (2021: 9) notes that the presence or absence of a V2 order is contingent on the

clause-type and is language-dependent. This can be seen when Romansh and Yiddish

— another V2 language — are compared. While polar questions in Romansh are V1

structures (9) (Spescha 1989: 594, Liver 2010: 147), the word order can alternate

between V1 (10a) and V2 (10b) in Yiddish polar questions (Diesing 1990: 55–56).

(9) Eis
is

el

he

aunc

still

cheu?

here

romansh

‘Is he still here?’

(Liver 2010: 147)

(10) a. Hot
has

er

he

gezen

seen

Maxn?

Max

yiddish

‘Has he seen Max?’

b. Tsi

q

hot
has

er

he

gezen

seen

Maxn?

Max
(Diesing 1990: 55–56)

The same applies to permissible constituent types in clause-initial position. Different

V2 languages license different clause-initial constituents (Freitag 2021). This can be

illustrated with the contrast between two further V2 languages, Swedish and Icelandic.

In Swedish, eventive VPs can be realised in the clause-initial position if the verb is
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not stative (Källgren & Prince 1989: 48–49): The well-formedness of (11a) with a

clause-initial VP of an eventive verb stands in stark contrast to the one (11b) where

the clause-initial VP is headed by a stative verb. Icelandic on the other hand rules out

any fronted verb, both as VP (12a) and as sole verb (12b) (Thráinsson 2007: 344, 349).

Despite those differences, it is worth pointing out that all V2 languages permit subjects,

objects, adverbials and wh-elements as clause-initial constituents (Holmberg 2015).

(11) a. Läser

reads

boken

book.def

gör
does

han

he

nu.

now

swedish

‘Reading the book he is now.’

(Källgren & Prince 1989: 47)

b. *Kan

knows

svenska

Swedish

gör
does

Kari.

Kari
‘Knowing Swedish, Kari does.’

(Källgren & Prince 1989: 49)

(12) a. *Lesa

read.inf

allar

all

bækurnar

books.def

mun
will

hún

she

icelandic

‘She will read all the books’

(Thráinsson 2007: 349)

b. *Lesa

read.inf

munu
will

strákarnir

boys.def

bækunar.

books.def
‘The boys will read the books.’

(Thráinsson 2007: 344)

Even though V2 is normally strictly followed in the context it occurs, context-specific

exceptions have been noted for all languages. Coming back to Swedish, the V2 rule is

optional with certain focus adverbs such as bara ‘only’ and till och med ‘even’, but also

with kanske ‘maybe’ (13) (Holmberg 2015: 355). Furthermore, the left dislocation of

constituents results in linear verb third (V3) orders (Holmberg 2015: 354). This can

be seen in the Contrastive Left Dislocation (CLD) in (14) where the dislocated form is

resumed by a proform in the preverbal position.

(13) Kanske

maybe

(kommer)
comes

han

he

inte

no

(kommer).
comes

swedish

‘Maybe he’s not coming.’

(Holmberg 2015: 355)

(14) För

for

två

two

veckor

weeks

sen,

ago

då

then

köpte
bought

Johan

Johan

sin

his

första

first

bil.

car

swedish

‘Two weeks ago Johan bought his first car.’

(Holmberg 2015: 354)

This section focused on a small set of languages. However, Romansh, Yiddish, Swedish

and Icelandic are not the only V2 languages. The next section will therefore provide an

overview of the languages for which a V2 grammar has been proposed.
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1.2.2 Languages with V2 order
When considered from a typological perspective, V2 constitutes a rare word order

phenomenon (Holmberg 2015: 343). That is, only a relatively small number of languages

have been described as V2 language. Traditionally, V2 has been mostly associated with

the Germanic languages (den Besten 1989, Vikner 1995).3 All Germanic languages —

with the notable exception of English which is a SVO language (e.g. Vikner 1995, Yang

2002) — exhibit a V2 grammar, as the following examples demonstrate for German

(15a), Norwegian (15b) and Faroese (15c). Although the SVO order of English may

superficially resemble V2 sentences (16a), preposing of non-subjects to the clause-initial

position renders sentences ungrammatical (16b) or the subject and verb fail to invert

yielding V3 orders (16c).

(15) a. Mit

with

Kartoffelsalat

potato salad

schmecken
taste

Maultaschen

maultaschen

am

at.the

besten.

best

german

‘Maultaschen taste best when served with potato salad.’

b. I

last

fjor

year

skrev
wrote

hun

she

to

two

bøker.

books

norwegian

‘Last year she wrote two books.’

(Westergaard 2021a: 359)

c. Í

on

ovurmorgin

day.after.tomorrow

hevur
has

Karin

Karin

føðingardag.

birthday

faroese

‘The day after tomorrow, Karin has her birthday.’

(Heycock, Sorace & Hansen 2010: 65)

(16) a. The bold mouse pursues the hikers in Svensby.
b. *The hikers pursues the bold mouse in Svensby.

c. In Svensby the bold mouse pursues the hikers.

Among the Romance languages, the Dolomitic Ladin varieties Badiot (17) and Gherdëina

(18) are the only varieties besides Romansh that feature a V2 word order (Poletto

2000, 2002, Kaiser 2002–2003, Kaiser & Hack 2013, Casalicchio & Cognola 2018,

2020). Further V2 languages within the Indo-European language family are Breton

(Celtic; Schafer 1995, Borsley & Kathol 2000, Jouitteau 2007, Kennard 2018), Kashmiri

(Indo-Aryan; Bhatt 1999, Manetta 2011, 2021) and the Kotgarhi and Koci dialects of

Himachali (Indo-Aryan; Hendriksen 1990). The V2 property for each of these languages

is illustrated in (19)–(21).

(17) Te

in

botëga

shop

à
has

tres

always

la

the

mama

mum

cumprè

bought

la

the

farina.

flour

badiot

‘Mum has always bought the flour in the shop.’

(Casalicchio & Cognola 2020: 603)

3An interesting word order pattern has been noted for Wymysorys, a German(ic) minority variety
spoken in Wilamowice, a town in southern Poland. According to Andrason (2020), two word order
systems co-exist in the grammar. On the one hand, speakers can access a Germanic V2 word order.
On the other hand, speakers may choose a Slavonic system that allows a relatively free word order.
The latter system is the result of close contact with Polish (Andrason 2020).
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(18) La

the

lëtra

letter

tla

in.the

zaita

newspaper

l’à
her.obj.cl=has

scrita

written

la

the

l’oma.

mum

gherdëina

‘It is the mum who wrote the letter to the newspaper.’

(Casalicchio & Cognola 2018: 84)

(19) Al

the

levr

book

a

prt

lennar
read

Anna.

Anna

breton

‘It was the book that Anna read.’

(Borsley & Kathol 2000: 667)

(20) Darvaaz

door

mustroov
opened

rameshan.

Ramesh.erg

kashmiri

‘It was the door that Ramesh opend.’

(Bhatt 1999: 85)

(21) a. teu

that

kɔru
I-do

dziua

my-mind

laɪo

fixing

kotgarhi

‘That (work) I do dilligently.’

b. tabːe

then

suntse
was-devised

dalǰia

by-the-miser

duǰːe

another

tərkɪːb

plan

koci

‘Then, another plan was devised by the miser’

(Hendriksen 1990: 162)

Outside the Indo-European language family, V2 is even less frequently attested. Estonian

(Finno-Urgic), exemplified in (22), has been often adduced as example for a V2 language

(Ehala 2006, Sahkai & Tamm 2019, Holmberg, Sahkai & Tamm 2020), although recent

work suggests that this only applies to written Estonian (Vihman & Walkden 2021).4

Another language which displays V2 patterns — at least in some contexts — is the Tupi

language Karitiana (23) (Storto 1999, 2003, 2020). In addition to (written) Estonian

and Karitiana, the Uto-Aztecan language Tohono O’odham (Miyashita 2006, Fitzgerald

2020) and the Nilo-Saharan languages Berta (Andersen 2017) and Dinka (van Urk 2015)

have been described as V2 languages. Examples are provided in (24)–(26).

(22) Pühapäeviti

on.Sundays

küpsetab
bake.3sg

Mari

Mari

tavaliselt

usually

kooki.

cake.par

estonian

‘Mary usually bakes cakes on Sundays.’

(Holmberg, Sahkai & Tamm 2020: 439)

(23) Dibm

tomorrow

y-taka-tat-i
1-decl-go-fut

yn

I

karitiana

‘I will go tomorrow.’

(Storto 2020: 325)

(24) Cúhug

last.night

’óidam

during

’at-t
1pl.aux-pfv

cíkp.

to.work.pfv

tohono o’odham

‘We worked all night long.’

(Fitzgerald 2020: 754)

4Vihman & Walkden (2021) propose a V3 analysis for spoken Estonian.
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(25) ʔìŋíʃ

pot

gìi
make.prs

níŋè

woman

dùk’à

porridge

θáŋ.

prep.pro

berta

‘The woman is cooking porridge with the pot.’

(Andersen 2017: 105)

(26) Cuîi̤n

food

à-cíi̤
3sg-prf.ov

Áyèn

Ayen.gen

câam

eat.nf

nè̤

prep

pǎal.

knife

Dinka

‘Food, Ayen has eaten with a knife.’

(van Urk 2015: 61)

When shifting the focus from a synchronic to a diachronic perspective, the status of

V2 as a typologically rare phenomenon persists. However, the list of V2 languages can

be extended by a small set of languages that exhibited a V2 grammar at some point

in their history, but lost it at a later stage. One of the languages that falls into this

group is English. Before losing V2 during the Middle English period, English was on a

par with the other Germanic languages in terms of the main clause word order (e.g.

van Kemenade 1987, Roberts 1996, Fischer et al. 2001, Westergaard 2009d, Haeberli

& Ihsane 2016).5 A similar development has been noted for Welsh in that affirmative

main clauses exhibited a V2 order during the Middle Welsh period (Willis 1998, 2007,

Meelen 2016, 2020). The last group of languages for which a V2 grammar has been

proposed are the medieval Romance languages (Benincà 1995, 2006, Wolfe 2018c).

This includes French (e.g. Adams 1987a,b, Roberts 1993, de Andrade 2018, Labelle

& Hirschbühler 2018, Klævik-Pettersen 2019, Wolfe 2021), Occitan (Wolfe 2018a),

Italian (Poletto 2014), Venetian (O. Singh 2021), Sicilian (Wolfe 2016, 2020), Spanish

(Fontana 1993, 1997, Wolfe 2015b) and Portuguese (Ribeiro 1995, Galves 2018, 2020,

de Andrade 2018). Possibly the only diachronic exceptions in terms of V2 among the

Romance language are Sardinian (Wolfe 2015a, 2016, 2018c) and Catalan (Pujol i

Campeny 2018).6 Old Sardinian at least has retained a word order already present in

Late Latin which in itself shows signs of an emerging V2 grammar (Wolfe 2015a, 2016,

2018c, Ledgeway 2017). It should also briefly be acknowledged that the analysis of

Medieval Romance as V2 has not unanimously been accepted. The main argument for

proponents of a non-V2 analysis lies in the attestation of a significant number of non-V2

constructions, contrasting with strict V2 languages such as German (Kaiser 2002, Kaiser

& Zimmermann 2011, Rinke 2009, Sitaridou 2011, 2012, Martins 2019).7 Scholars who

consider the Medieval Romance languages to be V2 languages sometimes refer to them

5The V2 word order of English and some other previous V2 languages is discussed in more detail in
§1.3.

6The fact that all of the Romance V2 languages except for Romansh and Dolomitic Ladin have lost
their V2 grammar raises intriguing questions with respect to the status of the V2 grammars in those
Rhaeto-Romance varieties. That is, do these V2 grammars constitute a remnant of an earlier cross-
Romance system or should they rather be interpreted as independent developments? Kaiser & Hack
(2013: 86) speculate that the close contact with German reinforced existing tendencies for a V2 order.
However, due to the sparsity of historical data for Rhaeto-Romance, providing a definitive answer for
those questions might prove a challenge.

7See Wolfe (2018c) for a discussion.
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as relaxed V2 languages (Cognola 2015, 2019).8 As the next section will show however,

seemingly different types of V2 languages could be unified under certain theoretical

syntactic analyses.

1.2.3 Generative approaches to V2
Hitherto in this thesis, V2 has been treated solely on a descriptive level. Within the

theoretical syntactic literature however, V2 has played a significant role in the de-

velopment of syntactic theories. Although the goal of this thesis is not to develop a

theoretical account of V2, theoretical accounts have underpinned diachronic accounts

of V2. An understanding of these theories is therefore necessary. This section will

provide a brief and non-exhaustive overview of different syntactic accounts of V2.

Specifically, symmetrical analyses (§1.2.3.1), asymmetrical analyses (§1.2.3.2) and

analyses following Rizzi (1997) in invoking an articulated left periphery (§1.2.3.3) are

discussed.9 All of the analyses outlined here share the fundamental notion of V2 as

a derived phenomenon. The main difference between the different strands lies in the

targeted positions of individual constituents.

1.2.3.1 Symmetrical analyses
Symmetrical analyses, as proposed for instance by Vikner (1995) and Holmberg &

Platzack (1995), share the fundamental insight that V2 is a derived phenomenon. More

precisely, V2 is decomposed into two distinct movement operations: head-movement of

the finite verb to C and phrasal movement of the initial constituent to the specifier of CP.

Crucially, the fronting of the sentence-initial constituent must proceed via Ā-movement

as SpecCP can host both arguments and non-arguments (as extensively illustrated by

previous examples).10,11 The fact that all clause-initial constituents are argued to occupy

the same syntactic position has motivated the name for this type of analyses: subjects

and and non-subjects stand in symmetrical relation to each other. This account offers a

straightforward explanation for the position of the finite verb as well as the constraint

on the number of constituents preceding the verb: The clause-initial constituent and the

finite verb target the highest projection in the structure where only one landing position,

namely SpecCP, is available for XPs. The second position of the verb in the linearisation

on the other hand follows from the head-initial nature of CP. The movement of the verb

8Some of the modern V2 languages can also be classified as relaxed V2 languages. For instance, the
Dolomitic Ladin varieties as well as Mòcheno and Cimbrian (two German(ic) minority varieties in
Northern Italy) have been analysed as relaxed V2 languages (Cognola 2013, 2015, 2019).

9Other proposals for the analysis of V2 include e.g. remnant movement (Müller 2004). See Holmberg
(2015) for an overview.

10An important consequence of this analysis is that V2 languages have underlying word orders. As will
become clear shortly, Dutch and German are SOV languages for example.

11A related analysis assumes that the clause-initial constituent and the finite verb target SpecIP and
I respectively (Diesing 1990, Pintzuk 1991, Santorini 1992). That is, SpecIP can be the target of
both A-movement and Ā-movement. This analysis was prompted by the observation for Yiddish and
Icelandic that V2 generally occurs in main and embedded contexts.
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and the clause-initial constituent are illustrated in the simplified tree in (27), following

Freitag (2021: 52).

(27) a. Den

the.acc

Limburger

limburger cheese

verschmähte
spurned

die

the.nom

Maus.

mouse

german

‘The mouse spurned the limburger cheese.’

b. CP

DP

den Limburger

C′

C

verschmähte

VP

DP

die Maus

V′

DP

den Limburger

V

verschmähte

Symmetrical analyses build on seminal work by den Besten (1989) who observed that

movement of the finite verb and lexical complementisers stand in complementary

distribution in Dutch and German.12 In other words, verbs are only realised in second

position if no lexical complementiser is present. This can readily been seen in the

example in (28). The auxiliary hat ‘have’ in (28a) is realised in the clause-final position

when the complementiser dass ‘that’ occupies the clause-initial position. However, when

the complementiser is omitted, as in (28b), the auxiliary occurs in the second position.

Crucially, an overt complementiser in combination with verb movement results in an

ungrammatical utterance as (28c) exemplifies. A straightforward conclusion that can

thus be drawn from this data is that the verb and the complementiser must reside in

the same syntactic position.

12The proposal of den Besten (1989) has been in circulation since 1977 and was first published in 1983
with two addenda compared to the original version. The version referenced here was published as
part of den Besten’s PhD dissertation with four further notes.
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(28) The cheese monger says …

a. …dass

…that

die

the.nom

Maus

mouse

den

the.acc

Käse

cheese

angeknabbert

nibbled

hat
has

german

‘…that the mouse nibbled at the cheese.’

b. …die Maus hat den Käse angeknabbert.
c. *…dass die Maus hat den Käse angeknabbert.

The complementary distribution of finite verbs and lexical complementisers is not the

only evidence for symmetrical analyses though. The placement of pronouns can serve

as further evidence for the positional identity of complementisers and finite verbs in

V2 languages (den Besten 1989: 25–34). Dutch features two sets of subjects pronouns

— a set of strong pronouns and a set of weak pronouns. In V2 clauses, weak pronouns

must be placed right-adjacent to the finite verb as the sentence becomes ungrammatical

otherwise (29a).13 That this is only a restriction on weak pronouns can be seen by the

absence of comparable distributional restrictions for the strong equivalents in (29b).

Relevant for the current argument is the syntactic behaviour of weak pronouns relative

to lexical complementisers. The example in (30a) demonstrates that weak pronouns

must be right-adjacent to the complementiser. Again, this restriction does not apply

to the strong equivalents (30b). That is, the placement of the weak pronouns provides

further support for the hypothesis that finite verbs and complementisers compete for

the same position.

(29) a. Waarom

why

was
was

*(ze)

she

gisteren

yesterday

(*ze)

she

ziek?

ill

dutch

‘Why was she ill yesterday?’

b. Waarom

why

was
was

(zij)

she

gisteren

yesterday

(zij)

she

ziek?

ill
‘Why was she ill yesterday?’

(den Besten 1989: 26)

(30) a. …dat

…that

*(ze)

she

gisteren

yesterday

(*ze)

she

ziek

ill

was
was

dutch

‘…that she was ill yesterday.’

(den Besten 1989: 25)

b. …dat

…that

(zij)

she

gisteren

yesterday

(zij)

she

ziek

ill

was
was

‘…that she was ill yesterday.’

(den Besten 1989: 26)

To motivate the movement of the finite verb to C in the absence of an overt com-

plementiser, den Besten (1989: 90–93) proposes that C hosts a feature that is also

borne by the finite verb. In the absence of a complementiser, the feature in C triggers

13This constraint on subject pronoun placement does not only hold for Dutch but can be found in other
West Germanic languages as well with the exception of West Flemish (Haeberli 2002a: 95).
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verbal movement. In the proposal of den Besten (1989), this feature is [tense].14 The

movement of a constituent to SpecCP in turn is the result of a constituent preposing

rule (den Besten 1989: 30–31). In more recent proposals, this rule is replaced by a

movement-inducing feature. Roberts (2004) proposes that C (Fin in their analysis) bears

an [epp]-feature which requires the specifier of a phrase to be filled, thereby triggering

movement of an XP to the clause-initial position.15 The next strand of analyses — i.e.

asymmetrical analyses — shares many features with symmetrical analyses but diverges

with respect to the position of subjects.

1.2.3.2 Asymmetrical analyses
The asymmetrical analyses developed by Travis (1984, 1991) and Zwart (1997) deviate

from symmetrical analyses in that different structural configurations are assumed for

subject-initial and non-subject-initial clauses. Non-subject-initial sentences are analysed

as similar to symmetrical analyses sketched in §1.2.3.1: The verb undergoes V-to-C

movement and the clause-initial constituent is moved to SpecCP. The crucial difference

between the two types of analyses lies in the analysis of subject-initial sentences.

Unlike non-subject-initial sentences, the verb and the subject target a position in the

IP-domain. The two configurations are illustrated in (31) and (32) for an object-initial

and subject-initial sentence, respectively.

14The assumption that C bears [tense] derives from the observation that complementisers select either
finite or non-finite VPs. In English for instance, for combines with to-infinitives, whereas that and if
combine with finite VPs (den Besten 1989: 90). Furthermore, in certain Dutch and German varieties,
complementisers agree with finite verbs (den Besten 1989: 92), cf. the Hollandic example in (i).

(i) …datte-e
…that-pl

ze
they

komme-e
come-pl

hollandic

(den Besten 1989: 93)

15See also Frey (2006a) and Light (2012) for a proposal in which the clause-initial position can be filled
via information-structurally motivated Ā-movement or via so-called formal movement to simply
satisfy an [epp]-feature.
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1.2 V2: An overview

(31) a. Den

the.acc

Limburger

limburger cheese

verschmähte
spurned

die

the.nom

Maus.

mouse

german

‘The mouse spurned the limburger cheese.’

b. CP

DP

den Limburger

C′

C

verschmähte

IP

DP

die Maus

I′

I

verschmähte

VP

DP

die Maus

V′

DP

den Limburger

V

verschmähte

13
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(32) a. Die

the.nom

Maus

mouse

verschmähte
spurned

den

the.acc

Limburger.

limburger cheese

german

‘The mouse spurned the limburger cheese.’

b. CP

SpecCP C′

C IP

DP

die Maus

I′

I

verschmähte

VP

DP

die Maus

V′

DP

den Limburger

V

verschmähte

Empirical support for asymmetrical analyses comes again from the placement of weak

pronouns and clitics in German and Dutch. Consider the contrast between the placement

of subjects and objects in (33) and (34). Nominal subjects (33a) and subjects represented

by weak pronouns (33b) can both appear clause-initially. However, whilst no restrictions

apply to clause-initial nominal objects (34a), weak object pronouns (34b) are barred

from the clause-initial position according to Travis (1991: 359) and Zwart (1997: 35,

196). This pattern directly follows if it is assumed that weak pronouns are somehow

barred from SpecCP: Weak subject pronouns can only appear clause-initially, because

they are realised in a lower position.16

(33) a. Das

the

Mäuschen

mouse.dim

hat
has

das

the

Bündnerfleisch

Grisons meat

beschnuppert.

sniffed

german

‘The little mouse sniffed at the Grisons meat.’

16Travis (1991: 359) speculates that only pronouns with the ability to bear focal stress may be moved to
SpecCP.
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b. Es

it

hat
has

das

the

Bündnerfleisch

Grisons meat

beschnuppert.

sniffed
‘It sniffed at the Grisons meat.’

(34) a. Das

the

Bündnerfleisch

Grisons meat

haben
have

die

the

Mäuse

mice

beschnuppert.

sniffed

german

‘The mice sniffed at the Grisons meat.’

b. *Es

it

haben
have

die

the

Mäuse

mice

beschnuppert.

sniffed
‘The mice sniffed at it.’

However, for German at least a generalised ban on clause-initial weak pronominal

objects (i.e. es ‘it’) is not empirically supported (Frey 2006b, Meinunger 2007). Sentences

with preposed object es become in fact acceptable when the subject remains in a low

position (35) (Meinunger 2007).17,18

(35) Q: Warum

why

habt

have

ihr

you

das

the

Huhn

chicken

immer

always

noch?

still

german

‘How come you still have the chicken?’

A: Es

it

konnte
could

einfach

simply

niemand

nobody

hier

here

schlachten.

slaughter
‘Well, nobody here was able to kill it.’

(Meinunger 2007: 557)

According to Zwart (1997: 195), further evidence for different positions of initial sub-

jects and non-subjects can be found in certain varieties of Dutch with a specific type

of complementiser agreement. In varieties with what Zwart (1997: 138) dubs double

agreement, two paradigms of agreement markers can be found: one for complementisers

and one for verbs. In East Netherlandic, Brabantish and West Flemish, finite verbs in

embedded clauses (36a) and in subject-initial main clauses (36b) bear verbal agreement.

Finite verbs in non-subject-initial sentences (36c), however, are marked with the com-

plementiser agreement forms (Zwart 1997: 139). The distribution of different agreement

markers can be directly accounted for if different agreement markers correspond to

different positions (i.e. CP→ complementiser agreement, IP→ verbal agreement).

(36) a. …datte

…that.1pl(c)

wy

we

speul-t/*-e

play-1pl(v)/-1pl(c)

east netherlandic

b. Wy

we

speul-t/*-e

play-1pl(v)/-1pl(c)

c. Waor

where

speul*-t/-e

play-1pl(v)/-1pl(c)

wy?

we
‘Where do we play?’

(Zwart 1997: 140)

17Albeit not a prerequisite, unspecific indefinite subjects — as in (35) — further enhance the acceptability
of such constructions (Meinunger 2007: 557).

18See Schwartz & Vikner (1989, 1996) for further counterarguments.
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In addition to the empirical evidence outlined above, asymmetrical accounts avoid

conceptual problems that symmetrical analyses face. Both Travis (1991: 361) and

Holmberg (2015: 364) point to potential learnability problems for children (cf. also

Westergaard 2009b): The movement of subjects and verbs from IP to CP is string-

vacuous as the movement yields the same configuration as before the movement. This

poses the question how learners would be able to identify movement to CP in the input

data without clear evidence. That is, symmetrical accounts cannot straightforwardly

explain how children acquire the movement of subjects and verbs to the CP-domain

without any additional stipulations.

1.2.3.3 Articulated left periphery analyses
The final type of V2 analysis sketched here assumes a complex left periphery with

multiple projections instead of a single CP projection. It has already been recognised in

symmetrical accounts that a simple CP structure may not be sufficient for capturing

all V2 languages. Unlike Dutch and German — where embedded V2 can only occur in

the absence of a complementiser (cf. (28)) — Mainland Scandinavian languages allow

embedded V2 with an overt complementiser (Wiklund et al. 2009, Heycock, Sorace &

Hansen 2010, Julien 2015, Westendorp & Lundquist 202219).20 The example in (37)

shows this pattern clearly.

(37) [Johan

Johan

sa]

said

att

that

igår

yesterday

kom
came

Ida

Ida

inte

not

for

too

sent

late

till

to

skolan.

the.school

swedish

‘Johan said that Ida didn’t come late for school yesterday.’

(Westendorp & Lundquist 2022: 150)

To explain the co-occurrence of complementisers and V2, some symmetrical analyses

have proposed a recursive CP (Iatridou & Kroch 1992, Vikner 1995, cf. also Branigan

1996). The structure of the Swedish example in (37) can thus be analysed with two CPs,

that is a lower and a higher CP: The complementiser resides in the higher CP, whereas

the finite verb and the preceding constituent occupy the lower CP.21

19The manuscript of Westendorp & Lundquist (2022) was first published as chapter 4 in Westendorp
(2022).

20The situation in German might also not be as clear-cut as previously assumed. Freywald (2008, 2009,
2016) has noted the existence of embedded V2 sentences with an overt complementiser dass ‘that’ in
spoken German, illustrated in (i). According to Freywald (2008, 2009), dass-V2 constructions are
associated with specific pragmatic properties expressing assertion. It remains unclear though whether
this construction is subject to any geographical restrictions. At least in the Southern German variety
spoken by the author of this thesis, dass-V2 does not constitute a grammatical construction.

(i) Ich
I
habe
have

gelesen,
read

dass
that

in
in
Sizilien
Sicily

gibt’s
give=it

welche,
some

die
they

sind
are

’n
a
paar
couple

hundert
hundred

Jahre
years

alt.
old

‘I’ve read that there are some on Sicily, they are a couple of hundred years old.’
(Freywald 2016: 335)

See also de Haan (2001) for similar observations in Frisian.
21Though see Westendorp & Lundquist (2022) for an analysis of the Mainland Scandinavian languages
with a single CP.
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The idea of multiple positions in the left periphery has also been adopted by analyses

assuming a complex articulated left periphery. Specifically, the CP is split into several

distinct projections, following seminal work by Rizzi (1997). Two broad categories of

projections are generally distinguished: One the one hand, Fin and Force which relate

to the ‘propositional content’ and higher structure (e.g. discourse), respectively (Rizzi

1997: 283). On the other hand, projections that encode information-structural notions

such as focus and topic. The exact hierarchical composition of the left periphery varies

between proposals. Holmberg (2015), for instance, provides the hierarchy in (38), based

on Poletto (2002).

(38) [Hanging Topic [Scene-setting [Force [Topic [Focus [WH [Fin ]]]]]]]

(Holmberg 2015: 373)

In analyses assuming a complex left periphery, the finite verb moves to one of the

projections in (38), albeit the exact position varies between theories (e.g. Poletto

2000, 2002, Westergaard & Vangsnes 2005, Frascarelli & Hinterhölzl 2007, Mohr 2009,

Walkden 2014). A major advantage of this strand of analysis is that relaxed V2 languages

(such as the Medieval Romance languages, cf. §1.2.2 and §1.3) where V2 and V>2

orders alternate can readily be explained. Due to the articulated left periphery multiple

landing sites are available which can host the various preverbal constituents. As a result

of this type of analyses (but also due to the symmetrical analyses), the linear definition

of V2 is usually discarded in favour of a more technical definition: V2 is the movement

of the finite verb to a head in the CP-domain combined with movement of a XP to a

specifier in the left periphery (Mohr 2009: 156, Cognola 2015, 2019, Holmberg 2015:

375, Wolfe 2019: 36). To limit the amount of moved constituents to the CP-domain to

one, many authors posit that all constituents need to move to SpecFinP first in order

to access the left periphery (Poletto 2002, Roberts 2004, Mohr 2009). The copy (or

trace) left behind after the constituent is moved to a higher position then prevents the

movement of any further constituents to the CP-domain. In other words, SpecFinP acts

as bottleneck.22 Having established the theoretical background, I can now turn to the

diachrony of V2.

22There is more to say about the positions targeted by the clause-initial constituent and the finite verb
in the CP-domain. For instance, Wolfe (2019) distinguishes between Fin-V2 and Force-V2. This
distinction has implications for the analysis of relaxed V2-languages: In a Fin-V2 system positions
for multiple preverbal constituents are available, whereas a Force-V2 system can merely host one
additional preverbal constituent (i.e. a frame-setter) in the structure suggested by Wolfe (2019).
That is, different types of relaxed V2 languages can be distinguished: those that allow only one type
of additional preverbal constituent (Force-V2) or those that allow multiple types (Fin-V2). Note
that SpecFinP still acts as bottleneck in that the other preverbal constituents are assumed to be
base-generated in their left-peripheral position (Wolfe 2019). A more detailed discussion would,
however, lie outside the scope of this thesis.
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1.3 The loss of V2
As noted in §1.2.2, some languages which had been characterised by a V2 grammar at

some point in their history subsequently lost this property. Languages falling into this

group are English, most of the Romance languages and Welsh. This group of languages

stands in stark contrast to other V2 languages which have been characterised by a

continuity of relatively strict V2 for the entirety of their written records. Some of the

languages in the latter group (which encompasses most of the Germanic languages)

even developed a stricter V2 system. In Old High German (OHG), for instance, the

movement of the finite verb had almost completely been generalised, whereas XP-

fronting was more variable (Axel 2007, 2009a,b, Axel-Tober 2015, 2018, Cichosz 2010):

On the one hand, XP-movement could be completely absent given the existence of V1

sentences, such as the existential construction in (39a) from Tatian. The present-day

High German (PDG) equivalent in (39b), in contrast, is ungrammatical without the

insertion of the expletive es ‘it’ in clause-initial position. On the other hand, cases of

V>2 are also attested. In Isidor for example, instances of V3 sentences can be found

where a pronoun intervenes between a fronted XP and the finite verb (40a). The Modern

German equivalent in (40b) is again ungrammatical.

(39) a. uuas
was

thar

there

ouh

also

sum

some

uuitua

widow

in

in

thero

that

burgi

city

ohg

‘There was a certain widow in the same city …’

(Axel-Tober 2018: 41)

b. *(Es)

expl

gab
gives

eine

a

bestimmte

certain

Witwe

widow

in

in

der

the

gleichen

same

Stadt

city

pdg

(40) a. Erino

iron

portun

portals

ih

I.nom

firchnussu
destroy

ohg

‘I will destroy iron portals’

(Axel-Tober 2018: 32)

b. *Eisentore

iron portals

ich

I

werde
will

zertstören

destroy

pdg

This development is not unique to German but has been observed for other Germanic

languages as well, such as Old Saxon and Old Norse. Both exhibited generalised V-

to-C movement (Eythórsson 1995: 189, Þorgeirsson 2012: 234), but variation in the

realisation of XP-movement (Faarlund 2004: 191–192, Walkden 2014: 92–93).

These two diverging diachronic developments pose the question why some languages

‘reinforce’ their V2 grammars whilst others ‘dispose’ of it. Do the changes in individual

languages constitute unique developments in that the contributing factors are specific

to each language? Alternatively, can parallels be observed between different languages?

That is, can the loss of V2 be attributed to a set of shared factors? In this section, I will

summarise different accounts for the loss of V2 in English (§1.3.1), French (§1.3.2),

Portuguese (§1.3.3) and Welsh (§1.3.4). This overview will show that the factors

leading to the loss of V2 are language-specific, but the trajectory of the loss of V2 shares

important similarities, mostly in the distribution of clause-initial constituents (§1.3.5).
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1.3.1 English
To understand the changes that have occurred in the history of English, it is necessary

to sketch the prevalent word order patterns first, in particular with respect to verb

placement. The word order in Old English (OE) is comparable to the order noted above

for OHG and other early Germanic languages (Hinterhölzl & van Kemenade 2012). That

is, unlike present-day German, OE is not a strict V2 language and word order variation

between V1 (41), V2 (42)–(43) and V3 sentences (44) has been reported (Walkden

2014).23

(41) Wæs
was

he

he

se

the

biscop

bishop

æfest

pious

mon

man

&

&

god

good

oe

‘He the bishop was a pious and good man.’

(Walkden 2014: 92)

(42) a. ne

not

sceal
shall

he

he

naht

nothing

unaliefedes

unlawful

don

do

oe

‘He shall not do anything unlawful.’

b. þa

then

wæs
was

þæt

the

folc

people

þæs

the

micclan

great

welan

propserity

ungemetlice

excessively

brucende

partaking

…

…
‘Then the people were partaking excessively of the great prosperity.’

(Fischer et al. 2001: 106)

(43) a. Him

him

geaf
gave

ða

then

se

the

cyngc

king

taw

two

hund

hundred

gildenra

golden

pænega

pennies

oe

‘Then, the king gave him two hundred pence in gold.’

b. On

in

his

his

dagum

days

sende
sent

Gregorius

Gregory

us

us

fulluht

baptism
‘In his time, Gregory sent us baptism’

(Haeberli 2002a: 88)

(44) Be

by

ðæm

that

we

we

magon
may

suiðe

very

swutule

clearly

oncnawan

perceive

ðæt

that

…

…

oe

‘By that, we may perceive very clearly that …’

(van Kemenade & Westergaard 2012: 94)

The word order variation illustrated in (41)–(44) is contingent on different factors.

If a clause forms a wh-question or if either the negative adverb ne or the adverbials

þa/þonne ‘then’ are realised clause-initially (42), the V2 rule is strictly obeyed (Fischer

et al. 2001, van Kemenade & Westergaard 2012, Haeberli, Pintzuk & Taylor 2020).24 In

23Note though that this represents only a partial and simplified picture as other word orders have been
described in the literature. For instance, verb-late or verb-final clauses are attested in OE (Fischer
et al. 2001, Pintzuk & Haeberli 2008, Cichosz 2010, Walkden 2014).

24Due to the mandatory nature of V2 following þa/þonne ‘then’, the adverbial is often treated as operator(-
like) in the literature, on a par with ne and wh-elements (van Kemenade 1987, Pintzuk 1991, Kroch
& Taylor 1997). Westergaard (2009d), however, rightly points out that such a characterisation
is problematic because the equivalents of then in other languages “are not universally operators”
(Westergaard 2009d: 93).
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other contexts, the nature of the subject seems to determine the word order: Nominal

subjects follow the verb (43), whilst pronominal subjects generally appear preverbally

(44) (Fischer et al. 2001, van Kemenade & Westergaard 2012, Haeberli, Pintzuk &

Taylor 2020).25 Although pronominal subjects account for the majority of the elements

left-adjacent to the finite verb in V3 constructions, nominal subjects do in fact occur

in this position as well (45). Based on a sample from ten OE texts, Haeberli (2002b:

250) concludes that the absence of inversion with nominal subjects is non-negligible

with almost 30% on average (albeit significant variation between texts was observed).

According to Kroch, Taylor & Ringe (2000: 365), this configuration is particularly

frequent with a clause-initial scene-setting temporal.

(45) æfter

after

þan

that

þæt

that

lond

land

wearð
was

nemned

named

Natan

Natan

leaga

lea

oe

‘After him that land was called Netley.’

(Haeberli 2002b: 249)

To account for the alternation between V2 and V3, it has been argued that the position

of subjects is conditioned on information-structural factors: Subjects are realised in

the position preceding the finite verb, if they are given by the preceding discourse. On

the other hand, if subjects constitute new (i.e. non-given) information, they are placed

in the position following the verb (Bech 2001, Westergaard 2009d, Biberauer & van

Kemenade 2011, van Kemenade & Melićev 2011, van Kemenade 2012, van Kemenade

& Westergaard 2012, Speyer 2010, 2012). Moreover, the clause-initial position is

also subject to information-structural properties in that it links the proposition to the

preceding discourse (van Kemenade & Los 2006, Los 2009, 2012, Los & Dreschler 2012,

Los & van Kemenade 2018). Based on those findings, Haeberli, Pintzuk & Taylor (2020)

suggest the structure in (46) for OE. The finite verb targets CP2 in sentences with strict

V2 (i.e. wh-questions and sentences headed by ne and þa/þonne), while CP1 is the target

in all other contexts. As for given subjects, they reside in SpecCP1 (=SU1). Non-given

subjects, on the other hand occupy SpecTP (=SU2). This structural analysis has not

been unanimously accepted in the literature though. Fischer et al. (2001), among others,

posit that CP1 corresponds to an (otherwise unspecified) functional projection couched

between the CP- and IP-domain, namely FP (47).

(46) [CP2 XP C2 … [CP1 SU1(pro/DP) C1 [TP SU2(DP) T ]]]

(Haeberli, Pintzuk & Taylor 2020: 399 following Walkden 2017a)

25Pronominal subjects may also co-occur with pronominal objects (Pintzuk 1991, Fischer et al. 2001). In
the example in (i), both a pronominal subject and pronominal indirect object precede the verb in
addition to a nominal object.

(i) &
&
seofon
seven

ærendracan
messengers

he
he
him
them

hæfde
had

to
to
asend
sent

oe

‘…and he had sent seven messengers to them.’
(Pintzuk 1991: 188)
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pronominal subjects nominal subjects
M1 M2 M3 M4 M1 M2 M3 M4

Aux 27.9 26.5 33.4 30.6 74.5 53.4 44.1 48.9

Trans+Unerg 23.7 10.3 12.8 12.2 66.8 51.7 31.2 22.9

Unacc 26.9 11.8 15.3 17.2 70.2 52.6 54.4 57.2

Table 1.1: Percentage of subject-verb inversion with pronominal and nominal subjects

in ME (van Kemenade & Westergaard 2012: 100, 102). M1 to M4 represent

the following time periods: M1 = 1150–1250, M2 = 1250–1350, M3 =

1350–1420, M4 = 1420–1500. The percentages were calculated for different

classes of verbs, that is auxiliaries (aux), transitive and intransitive/unergat-

ive verbs (trans+unerg) as well unaccusatives (unacc).

(47) [CP XP C [FP SU1(pro/DP) F [TP SU2(DP) T ]]]

(Fischer et al. 2001: 126)

The transition from OE to Middle English (ME) did not see significant changes initially,

at least in terms of the V2 system (van Kemenade 1997, Haeberli 2002b: 252). In later

ME, however, two (coarse) varieties can be distinguished (Kroch & Taylor 1997, Kroch,

Taylor & Ringe 2000). One variety, spoken in the south of England, is characterised by

the continuation of the OE pattern. The second variety, used in the north, is more similar

to the modern West Germanic and Mainland Scandinavian languages: Both nominal

and pronominal subjects typically invert if a constituent other than the subject occupies

the clause-initial position (Kroch, Taylor & Ringe 2000: 372).26,27 The upheaval of

the V2 grammar began towards the end of the 14th century and the beginning of the

15th century, when a series of changes commenced: First, the frequency of topicalised

nominal objects decreased significantly (Speyer 2010: 66, van Kemenade & Westergaard

2012: 104) after topicalised pronominal objects had already declined a century prior

(Haeberli, Pintzuk & Taylor 2020). Second, the proportion of V2 sentences with clause-

initial PPs started to dwindle (Speyer 2010: 65). The last change that occurred was

the loss of subject-verb inversion with nominal subjects (van Kemenade 1997, Fischer

et al. 2001), although some qualifications are in order, as van Kemenade & Westergaard

(2012) observe: The proportion of postverbal nominal subjects decreased continuously

throughout the ME period (Table 1.1). At the time of the other changes, however, the

proportion of postverbal subjects actually started to increase again with auxiliaries

(and to some extent with unaccusative verbs). Interestingly, the same pattern can be

observed for pronominal subjects. That is, the amount of inverted pronominal subjects

increased in sentences with finite auxiliaries (van Kemenade & Westergaard 2012: 100).

26Kroch & Taylor (1997) and Kroch, Taylor & Ringe (2000) claim that language contact with Scandinavian
invaders can be made responsible for the emergence of the northern variety. See Walkden (2021b, to
appear) for a critical discussion of this claim.

27See also Truswell (2021) for compelling arguments that at least one further Northern variety exists.
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At the end of the ME period however, this trend was reversed and the frequency of

subject-verb inversion was falling again. At the end of these changes, the V2 grammar

had to give way to the SVO grammar found in Modern English.28

As briefly mentioned above, the syntactic structure of OE and early ME has been

subject to debate such that no analysis has been unamiously accepted. One of the main

points of contention is the exact location of SU1 in the tree (cf. (46) vs. (47)). The

ramifications of different position are non-trivial: Depending on the exact positions, the

changes that occurred in the history of English may either be considered conservative

or more profound. For instance, a proposal falling into the first category has been

developed by Fuss (2003, 2008). Contrary to Haeberli, Pintzuk & Taylor’s (2020)

analysis that SU1 is located in the left periphery, Fuss (2003, 2008) argues that SU1

corresponds to SpecTP and SU2 to SpecvP. This entails, if the standard analysis of

English is assumed, that only the position of nominal subjects has changed; pronominal

subjects have resided in SpecTP ever since the OE period.29 Fuss (2003) attributes the

changed position of nominal subjects to the emergence of an [epp]-feature on T.30

Due to the presence of the epp-feature, SpecTP has to be overtly filled, triggering the

movement of nominal subjects from vP. As for the rise of the [epp]-feature, Fuss (2003:

221) speculates that the evolution of a tense system with clear functional partition

might be the driving factor. In either case, the analysis of Fuss (2003, 2008) suggests

that only a ‘pseudo-V2’ system was lost.

A different position is advocated by Haeberli (2002a) who ties the loss of V2 to

changes in the inflectional domain. Importantly, the demise of V2 is not argued to be the

immediate result of changes to the inflectional morphology; rather, the morphological

changes affected other properties of the grammar that then lead to the loss of V2.

According to Haeberli (2002a), the property connecting the loss of V2 to changes in the

morphology are empty expletives (i.e. pro). For empty expletives to be licensed by the

grammar, the verbal agreement paradigm must not exhibit any syncretisms between

the infinitival marker(s) and singular forms (Haeberli 2002a: 100). This is based on

observations from the modern West Germanic languages where West Flemish is set

apart from the the other languages by the ungrammaticality of expletive pro (Haeberli

1999) — exemplified in (48). Crucially, West Flemish is also the sole language (among

the West Germanic languages) in which the markers for the first person singular (-en)

and the infinitive (-en) are synrectic (Haeberli 2002a: 100 p.c. Liliane Haegeman).

(48) a. …dass

…that

pro

pro

überall

everywhere

getanzt

danced

wurde
was

german

‘…that people danced everywhere’

28Note that the loss of verb movement occurred independently from the loss of V2 (Haeberli & Ihsane
2016).

29See also Kiparsky (1995) for arguments that the changes in OE are more conservative than in other
Germanic languages when considered from the perspective of other Indo-European languages.

30According to Fuss (2003), pronominal subjects have to undergo overt fronting in OE because T bears
uninterpretable case and ϕ-features. This set of features can trigger overt movement of formal feature
bundles (i.e. pronouns).
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1.3 The loss of V2

OE Early ME Late ME

inf -an -en -e

1sg -e -e -e

2sg -st -st -st

3sg -þ -þ -þ

Table 1.2: Verbal agreement in Old English (OE) and Middle English (ME) for singular

and infinitival forms (Haeberli 2002a: 101). The agreement morphology

remains mostly unchanged with the notable exception of the infinitive.

b. …dat

…that

pro

pro

overal

everywhere

gedanst

danced

werd
was

dutch

c. …dat

…that

*(er)

there

overal

everywhere

gedanst

danced

wier
was

west flemish

(Haeberli 2002a: 96)

To explain the loss of V2 in English, Haeberli (2002a) adopts an analysis originally pro-

posed by Haeberli (1999) for V2 sentences in contemporary West Germanic languages.

Recall from §1.2.3.1 that whilst weak pronouns need to be right-adjacent to the finite

verb in Dutch, no such constraint applies to strong pronouns. Nominal subjects pattern

with strong subject pronouns in that they are exempt from this adjacency constraint.

This is not unique to Dutch but has been noted for other Modern West Germanic lan-

guages as well. West Flemish again constitutes the only exception as nominal subjects

need to be left-adjacent to finite verbs (Haeberli 1999). Given the correlation between

empty expletives and the adjacency constraint in different West Germanic languages,

Haeberli (1999) suggests that nominal subjects can remain in a lower position than

pronominal subjects because an empty expletive is merged in the higher position.31

The absence of expletive pro in West Flemish can thus explain why both nominal and

pronominal subjects need to be realised adjacent to the finite verb.

Returning to English, Haeberli (2002a) argues that this analysis can also be applied

to non-operator contexts in OE. That is, subjects in OE and the Modern West Germanic

languages are structurally identical: Pronominal subjects are moved to SU1, whereas

nominal subjects typically remain in SU2 (cf. (47)). This entails that the V2 order of OE

in non-operator contexts can be derived from the presence of an empty expletive in

sentences with non-clause-initial nominal subjects, thus allowing the nominal subjects

to remain in the lower position (Haeberli 2002a).32 The loss of expletive pro would

thus force the movement of nominal subjects to the higher SU1 position, eventually

resulting in non-V2 configurations. Table 1.2 illustrates the development of the verbal

31In order to explain the obligatory high position of pronominal subjects, Haeberli (2002a: 96) hy-
pothesises that pronominal subjects need to move to the higher position due to some ‘licensing
requirement’.

32The existence of expletive pro has been independently argued for by Hulk & van Kemenade (1995).
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agreement markers in the singular in the history of English. While the infinitive does

not show any syncretisms with singular agreement markers in OE and early ME, this

picture changes in late ME. Due to the loss of final /n/ in infinitives, the first person

singular and the infinitive bear the same marker, namely -e. Based on the established

licensing condition for empty expletives in West Germanic languages, Haeberli (2002a)

concludes that expletive pro is no longer licensed in late ME due to the syncretism

illustrated in Table 1.2. Consequently, V2 was no longer possible in non-subject-initial

sentences as nominal subjects could no longer remain in SU2. The connection between

expletive pro and V2 is further supported by the fact that the demise of both fall into

the same period (Hulk & van Kemenade 1995: 249).33 Moreover, the presence of /n/ in

the infinitival marker and S-V inversion are positively correlated in various ME texts

(Haeberli 2002b). Taken together, a simple change in another area of the grammar may

have had significant ramifications in the syntax.34

A different explanation for the loss of V2 has been suggested by van Kemenade

& Westergaard (2012). Unlike the previous explanations, van Kemenade & Wester-

gaard (2012) do not attribute the loss of V2 to morphological changes — instead,

the aforementioned information-structural reorganisation in ME is identified as one

of the driving factors. According to van Kemenade & Westergaard (2012), the first

necessary development towards the loss of V2 was the rise of preverbal subjects.35 This

development is attributed to the fact that subjects tend to represent given information

and are thus often realised as pronouns, especially in spoken language (van Kemen-

ade & Westergaard 2012). In fact, Westergaard (2010) found that over 90% of all

subjects are realised as pronouns in spoken language, irrespective of the clause type.

For ME, this tendency meant a preponderance of (XP)SV structures as given subjects

were normally placed before the verb. The prevailing lack of subject-verb inversion

encountered by ME speakers eventually caused some new learners to posit a default

(XP)SV order.36,37 The interim increase of V2 structures with auxiliaries, in turn, follows

33One may ask, however, whether the mere concurrence of the loss of expletives and the V2 suffices as
evidence. The analysis of Haeberli (2002a) crucially requires that the advent of the loss of expletive
pro predates the one of the loss of V2.

34A potential problem for Haeberli’s (1999, 2002a) proposal arises due to the prediction of V1 sentences.
If no other constituent is fronted to the clause-initial position and the enumeration contains an
expletive pro, the nominal subject should be able to remain in the lower position (pro-V-S). Although
V1 sentences are indeed attested in OE, V1 sentences occur in a very restricted environment in the
modern West Germanic languages (for German e.g. Önnerfors 1997, Freywald 2013). One would
need to stipulate that pro cannot be clause-initial or that the clause-initial position needs to be
phonologically filled.

35The importance of preverbal subjects has also been recognised by van Kemenade (2012). In fact, the
increasing number of preverbal subjects is identified as the most important change by van Kemenade
(2012: 822).

36The development of a default preverbal subject position was also observed in interrogatives and
subordinate clauses (van Kemenade & Westergaard 2012: 112).

37van Kemenade & Westergaard (2012: 112) briefly allude to the actuation problem (cf. Walkden 2017b).
That is, why does the change happen during the ME period and not earlier given that the position of
subjects was also information-structurally conditioned in OE? van Kemenade & Westergaard (2012)
claim that different factors need to conspire for changes to spread among speakers. That is, not all
prerequisites were met in earlier stages of English.
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1.3 The loss of V2

from the co-existence of speakers using the older OE-like grammar and speakers using

the new grammar with default high-subject position (van Kemenade & Westergaard

2012: 113). Children acquiring language in this community would be unable to find

clear information-structurally-conditioned patterns due to the competition between

the two grammars (cf. Kroch 1989). Instead, learners would interpret the information-

structurally-conditioned input as syntactically conditioned V-to-C movement, albeit

only with auxiliaries (van Kemenade & Westergaard 2012: 113).38 Later generations

would then have faced an even more confusing picture, rendering the grammar unstable.

In the face of an unstable grammar, economy principles that are active during language

acquisition would have led to the eventual loss of V2 (van Kemenade & Westergaard

2012: 114); the exerted pressures to simplify the complex grammar would lead learners

to assume a more homogeneous SVO grammar.

A final account for the loss of V2 in English sketched here is sociolinguistic in nature.

As noted above, two (broad) dialects of ME have been distinguished based on their

syntax — a northern variety and a southern variety. The southern variety exhibits

similar word order patterns as OE. The northern variety, on the other hand, resembles

modern Germanic V2 languages more closely considering its more rigid V2 syntax.

Kroch, Taylor & Ringe (2000) state that the co-existence of a northern and a southern

dialect led to a situation of grammar competition in the speaker community due to

language contact (cf. Kroch 1989, 1994). When interacting with speakers from the south,

“northern speakers would try to accommodate […] their interlocutors” (Kroch, Taylor

& Ringe 2000: 377). However, the lack of subject-verb inversion in constructions with

pronominal subjects as well as in constructions with clause-initial scene-setters (both

with nominal and pronominal subjects) would lead northern speakers to posit a non-V2

grammar and mix it with their V2 grammar.39 The resulting mixed language would

be learnt by children and would spread into the South. Over successive generations,

the proportion of the non-V2 grammar would then steadily increase, resulting in the

elimination of the V2 grammar (Kroch, Taylor & Ringe 2000: 377, cf. Yang 2000, 2002).

Haeberli (2002a: 93) notes that such an account faces considerable issues: Finding

evidence that either supports or refutes such an analysis may not be possible. I will

briefly return to this issue later in §1.3.5. In the next section, I will discuss the loss of

V2 in French.

38Some questions remain unanswered with this analysis. First, what learning trajectory do learners follow
during language acquisition? Is learners’ initial stipulation to search for information-structurally-
conditioned rules? Second, why do learner restrict the V-to-C analysis to auxiliaries? Arguably, there
must have been an increased occurrence of V2 with auxiliaries, otherwise learners would not have
derived such a rule.

39Kroch, Taylor & Ringe (2000: 377) claim that a non-V2 grammar must be the unmarked option, given
the typological scarcity of V2 (cf. §1.2.2).
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1.3.2 French
The word order in Old French (OF) has attracted significant attention among scholars.40

Many have argued that OF constitutes a V2 language (Roberts 1993, Vance 1995, Wolfe

2018c). This analysis is motivated by the observation that different types of constituents

can appear in the clause-initial position, including subjects (49a), direct objects (49b),

adverbs (49c) and verbal complements (49d) (Adams 1987a: 26, Wolfe 2018c: 67,

Larrivée 2021: 191). Crucially, subject and verb typically invert if the clause-initial

position is hosting a non-subject, as the examples in (49b)–(49d) amply illustrate.

(49) a. Il

he

oste
remove.3sg

ses

his

armes

weapons

of

‘He removes his weapons.’

b. son

his

cors

body

ne

neg

poï
can.1sg

je

I

veoir

see.inf
‘I cannot see his body.’

c. Longuement

long

parlerent
speak.3pl.pst

ensemble

together

entre

between

le

the

preudome

nobleman

et

and

Lancelot

Lancelot
‘The nobleman and Lancelot spoke together for a long time …’

d. Chanceler

shake.inf

te

you.cl

fist
make.3sg.pst

il

he
‘He made you shake.’

(Wolfe 2018c: 67–68)

The exact information-structural composition of the clause-initial position has been

contended. Even though a consensus has been reached that clause-initial constituents

can bear different informational values (including none) (Steiner 2014, Wolfe 2018c),

the concrete composition has been subject to debate. While Labelle & Hirschbühler

(2018) argue that until the 13th century a majority of all clause-initial objects constitute

foci, Ingham (2018: 249) and Larrivée (2019) found a large proportion of topic-initial

sentences. Larrivée (2022) attributes these diverging findings to differences in register.

In the sample studied by Larrivée (2022), literary texts are much more likely to be

focus-initial than legal texts. Alternatively, the difference may also be attributable to the

substantial microvariation noted for OF (Wolfe 2018b). That is, different regions may

manifest different preferences for the informational values of clause-initial constituents.

These explanations are not mutually exclusive and both might have contributed to the

diverging observations.

Similar to English, deviations from the V2 order have been observed in OF. Bech

& Salvesen (2014) remark, however, that the deviations in OF are considerably more

homogeneous than in OE. In principle, two types of deviations have been noted in the

literature: V1 and V3 clauses. The first type, i.e. V1 clauses as exemplified in (50), have

been argued to be rare and even almost completely absent in the 13th century (Wolfe

2018c: 75). This claim was not borne out in the studies of Kaiser & Zimmermann (2011),

40The French spoken until the 13th century is typically labelled as Old French (Vance 1997: 1), whereas
the French of the 14th and 16th century is referred to as Middle French (Wolfe 2021: 2).
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Century V1 V2 V>2

13th .10 .72 .18

14th .17 .55 .28

15th .15 .54 .31

16th .12 .54 .34

Table 1.3: Proportion of different word orders in Medieval French main clauses by

century (Steiner 2014: 129). The proportion of V1 and V>2 sentences

increases from the 13th to the 14th century. This comes at the cost of

V2 sentences whose proportion significantly declines during this period.

Subsequent time periods saw a more stable proportion of different word

orders.

Zimmermann (2014) and Steiner (2014). In the scrutinised sample of Steiner (2014),

for instance, V1 sentences account for 10% of all structures in the 13th century (cf.

Table 1.3). It should be pointed out though that OF is a null subject language (Adams

1987a,b, Roberts 1993, Vance 1997). Consequently, V1 sentences such as the one in

(51) could also be analysed as [pro V] structures.

(50) Respundi
respond.3sg.pst

Samuel:

Samuel

’cument’?

how

of

‘Samuel responded: “how?”

(Wolfe 2018c: 75)

(51) Vint
come.3sg.pst

en

in

Bethléém

Bethlehem

of

‘He came to Bethlehem.’

(Wolfe 2018c: 75)

V3 clauses, i.e. the second type of deviating word order pattern, on the other hand,

occur more frequently than V1 sentences in OF (cf. Table 1.3; Kaiser & Zimmermann

2011: 363, Steiner 2014: 129). The composition of V3 sentences follows mainly two

types: Either an adverbial or clausal frame-setter (i.e. elements setting the frame for

the conveyed information) precedes the verb and the preverbal constituent (52a) or a

hanging topic that is resumed by a resumptive pronoun (52b) (Wolfe 2018c: 75).

(52) a. Et

and

neporec

nevertheless

Nostre

our

Sires

Lord

avoit
have.3sg

mis

put.ptcp

…

…

of

b. Li

the

chevalier

knights

qui

that

sont

be.3sg

en

in

pechié

sin

mortel,

mortal

ce

they

sont
be.3pl

…

…
(Wolfe 2018c: 76)

The transition from OF to Middle French (MF, cf. fn.40) is characterised by significant

changes in the distribution of different word order patterns. Steiner (2014) scrutinised
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Century SV VS NS

13th .47 .23 .30

14th .57 .20 .23

15th .64 .10 .26

16th .63 .06 .31

Table 1.4: Proportion of subject-initial (SV), non-subject-initial (VS) and null subject

(NS) V2 sentences in Medieval French. The values reported here were calcu-

lated based on the total number of V2 sentences and different types of word

orders provided by Steiner (2014: 129). While the proportion of subject-

initial V2 sentences increases, the proportion of non-subject-initial sentences

decreases at the same time. V2 sentences with null subjects first decrease

but return to their initial proportion in the 16th century.

the developments of V1, V2 and V3 clauses from the 13th to the 16th century in a

sample of 600 sentences per century. The results are reproduced in Table 1.3. The

study revealed that the proportion of V3 clauses increased noticeably from the 13th to

the 14th century. This coincides with two further developments. First, the amount of

preverbal subjects increased. This becomes evident when the proportion of different

clause-initial constituents in V2 sentences in Table 1.4 is considered: The proportion of

subject-initial sentences increases by 10% in the 14th century compared to the previous

century. Second, the composition of fame-setters shifted from predominantly clausal

frame-setters to PPs and adverbial frame-setters. This trend continues into the 15th

century. While V3 sentences followed predominately the same pattern in the 14th

century, the 15th century sees the rise of constructions of the type Focus-XP-V. In the

16th century previous changes further solidified. That is, subjects became increasingly

realised before the verb. The Focus-XP-V construction, however, declined again. Given

the low frequency of postverbal subjects and the high frequency of V3 sentences, the

French of the 16th century can no longer be considered a V2 language.

Different explanations for the loss of V2 in French have been suggested in the literature.

Adams (1987a,b), for instance, argues that the loss is the result of two overlapping

developments. First, subject-initial V2 sentences were reanalysed as SVO sentences.

As shown above, the proportion of subject-initial sentences was high in main clauses.

Learners may have had this analysis reinforced by the word order in subordinate clauses

which featured largely SVO orders (Adams 1987a: 25, 1987b: 86).41 Due to the high

proportion of subject-initial sentences then, learners did not receive sufficient evidence

to recognise subject-initial V2 sentences as a derived word order. Instead, learners

analysed the sentences in their input as SVO (Adams 1987a,b). The reanalysis, however,

was only a necessary development for the loss of V2 according to Adams (1987b: 202).

41Note that this claim does not negate the existence of embedded V2 in OF. In fact, Salvesen & Walkden
(2017) scrutinised a series of different contexts of complement clauses. Their survey revealed that
embedded V2 was possible under certain types of matrix predicates.
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The second relevant change occurred in the prosodic domain. While words and phrases

generally bore initial and final stress in OF, initial stress started to weaken in late OF

and MF (Adams 1987b: 189). Because the clause-initial constituents in V2 languages are

assumed to require stress (Adams 1987b: 134), the new evolving prosodic properties

meant that the evidence for V2 was further reduced.42 That is, the two developments

led to a situation in which the acquisition of a V2 was no longer sustainable based on

the evidence in the input.

A conceptually related proposal in terms of reanalysis of subject-initial V2 sentences

has been developed by Roberts (1993). Framed within the Principles and Parameters

framework (Chomsky 1993), Roberts (1993) attributes the loss to a parameter change,

specifically in the parameter determining nominative case assignment. The proposal

builds on earlier work by Koopman & Sportiche (1991) who argue for two possible

configurations under which structural case (which includes nominative) can be assigned;

case may either be assigned via government or via agreement. The two options are

illustrated in (53). Case assignment under government denotes the configuration where

the head assigns case to its complement or to the specifier of the complement (53a).43

When case is assigned via agreement, the head assigns case to its specifier, as (53b)

illustrates.44

(53) a. Case assignment under government

X′

X0 NP
case

or

X′

X0 YP

NP
case

b. Case assignment under agreement

XP

NP X′

X0
case

(Roberts 1993: 18)

42Adams (1987b) also argues that the increasing number of V>2 sentences (XP-S-V) further contributed
to the reduction of evidence for V2.

43Roberts (1993) defines government as follows:

(i) α governs β iff:

a. α is a head;
b. α c-commands β;
c. there is no head Γ which c-commands β but does not c-command α;
d. there is no barrier Γ such that Γ includes β but not α.

(Roberts 1993: 19)

For α to c-command β, (i) β must not be dominated by α and (ii) the first X′ that dominates α must
also dominate β (Roberts 1993: 19).

44Roberts (1993: 19) points out that agreement here is a purely structural notion (spec-head agreement)
which does not stand in relation to morphological agreement involving ϕ-features.
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Roberts (1993: 20) argues for three different parameter settings for nominative case-

assignment: (i) assignment under agreement only (=(53b)), (ii) assignment under gov-

ernment only (=(53a)) or (iii) assignment under agreement and government (=(53a)

& (53b)). Furthermore, the head assigning nominative case to subjects is identified as

Agr (or rather the [agr]-feature borne by it) by Roberts (1993). Setting (iii) enables

Agr to undergo movement more readily — or being incorporated in the analysis of

Roberts (1993) — as nominative case assignment is not confined to one fixed structural

relation as it is the case for (i) and (ii). This will become relevant in Roberts’ (1993)

account of the loss of V2, as will be shown below.

Similar to other proposals for OF, Roberts (1993) assumes generalised head movement

of the finite verb to C. However, because head movement is conceived as incorporation

by Roberts (1993), movement of the finite head entails movement of Agr to C as well.45

Consequently, nominative case is assigned by C in OF. As subjects can either precede

or follow the finite verb, the nominative case assignment parameter must be set to

assignment under agreement and government — otherwise pre- and postverbal subjects

cannot be explained in this model.

The loss of V2 then is the result of a concatenation of different developments. Roberts

(1993: 156) proposes that the formation of representations by learners during language

acquisition is guided by the so-called Least Effort Strategy (LES). The LES ‘instructs’

learners to select representations of their input with the shortest chains (i.e. fewest

movements) as long as those chains obey the principles of grammar and are consistent

with the input. In other words, the LES can be construed as a simplicity bias on a

par with similar biases noted for other cognitive domains (cf. Chater & Vitányi 2003).

Crucially, the LES played a significant role in the grammatical changes that occurred in

French, according to Roberts (1993). First, the LES led learners to reanalyse SpecCP as

a position that can function as a target for A-movement in addition to Ā-movement.

Subject-initial V2 sentences involve a shorter chain if SpecCP is treated as A-position

instead of Ā-position. This is, as Roberts (1993: 157) contents, concomitant with the

rise of overt expletives, exemplified in (54).

(54) Il

expl

est
is

judget

judged

que

that

nus

we

les

them

ocirum

kill

of

‘It is judged that we will kill them.’

(Roberts 1993: 150)

This change then fed into the next reanalysis that occurred in early MF: Presumably in

the 14th century, SVO sentences were reanalysed as AgrP due to the lower number of

chain positions this configuration involves (Roberts 1993: 157). Such a reanalysis only

became possible because SpecCP had previously assumed its status as A-position. One

consequence of this reanalysis is the rise of V3 sentences with initial complements or

adjuncts followed by subjects. The existing non-subject-initial V2 clauses, in turn, were

45Roberts’ (1993: 53) analysis is in fact more complex than alluded to here. V-to-C movement involves a
chain of different movements triggered by morphological selection features: C selects Agr, Agr selects
T and T in turn selects V, thus resulting in V-to-T-to-Agr-to-C movement.
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also reanalysed due to the LES. Instead of movement to SpecCP, initial non-subjects

were adjoined to AgrP given the shorter chains this would involve.46 These successive

changes led to an increase of SV sentences. Due to the high frequency of SVO, the

evidence for assignment of nominative case under both agreement and government

eroded and the parameter was reset to agreement only (Roberts 1993: 153). Crucially,

this parameter change is what actually led to the loss of V2 (even though it remained

only a minor option beforehand as a result of its decline): C was no longer able to carry

[agr] thereby no longer triggering V-to-C movement, hence all V2 sentences were

ruled out by the grammar (Roberts 1993: 198).47

A related explanation attributing the changes to a reset parameter can be found

in Vance (1997). Following Roberts (1993), Vance (1997) identifies the parameter

determining nominative case assignment as the locus of change. What is more, Vance

(1997) adopts the same distinction between the decline of V2 and the actual loss of

V2. That is, the reanalysis of existing structures as well as the introduction of novel

constructions reduced the evidence for V2 (i.e. the decline of V2), eventually resulting in

a different parameter setting (i.e. the loss of V2). However, the proposal of Vance (1997)

diverges in important aspects from the one in Roberts (1993).48 Specifically, different

factors that drive the change are presumed. Vance (1997) identifies three factors for

the reduction of evidence for V2: (i) the high proportion of subject-initial sentences,

(ii) the introduction and subsequent increase of V3 sentences and (iii) a reanalysis of

non-subject-initial sentences as free inversion. According to Vance (1997), the effect

of the preponderance of subject-initial sentences was more indirect as it provided

fertile ground for subsequent changes. The second factor, i.e. the rise of V3 sentences,

introduced a non-V2 grammar into the population and a grammar competition ensued.

Unlike Roberts (1993), Vance (1997) does not consider V3 sentences to be the result of

a reanalysis but rather an independent development due to prosodic changes.49 The

increase in V3 sentences meant that CPs were not necessarily projected by speakers as

V3 sentences can be interpreted as structures involving IPs. The remaining evidence,

which was still sufficient to trigger a V2 grammar in the view of Vance (1997), was

further reduced by another reanalysis. Non-subject-initial sentences were analysed as

46Roberts (1993) fails to expound how such an analysis became possible in the first place. The LES
states that representations need to be consistent with the input. XP-S-V does not fulfil this condition
as surface XP-V-S should be maintained. Presumably, the rise of V3 as result of the reanalysis of
subject-initial V2 sentences may have contributed to this. However, the LES cannot be adduced as
explanation for the observed change.

47Roberts (1993: 199) claims that C was still marginally able to select Agr after the parameter was reset,
even though confined to a specific set of clause-initial elements. Such a claim is somewhat surprising
given that such exceptions would not be expected in this framework.

48There are also significant technical differences between the two approaches. The nominative case
assignment parameter of Vance (1997) exhibits only two options (instead of three), namely assignment
under government (53a) or assignment under agreement (53b). Besides, case assignment may not
occur locally in the sense that case can be assigned to chains (Vance 1997: 96). Given that the focus of
this thesis does not lie on the development of a technical account of the loss of V2, those differences
will not be explored any further here.

49Vance (1997) speculates that loss of initial sentence stress might be responsible for the change (cf.
Adams 1987b).
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cases of free inversion. In contrast to inversion due to V2, free inversion (sometimes

also referred to as Romance inversion, Steiner 2014) is characterised by the subject

obligatorily following the past participle (Hulk & Pollock 2001: 3). The example in (55)

illustrates this property for Modern French. This type of configuration is ungrammatical

in the Germanic V2 languages (56a) where the subject has to precede the past participle

(56b). Subjects in structures like (55) are typically analysed to remain in the vP/VP

(Poletto 2016).

(55) Qu’a
what’has

dit

said

Jean?

Jean

french

‘What did Jean say?’

(Hulk & Pollock 2001: 3)

(56) a. *Was

what

hat
has

gesagt

said

Johann?

Johann

german

‘What did Johann say?’

b. Was

what

hat
has

Johann

Johann

gesagt?

said

Consequently, the evidence that a CP is projected was even further reduced. The sketched

sequence of reanalyses then created a situation where the evidence for assignment of

nominative case under government was diminished to such an extent that the parameter

setting was switched. Similar to Roberts (1993), V2 structures were therefore no longer

licensed by the grammar, because nominative could no longer be assigned to subjects

under government.

Yang (2000, 2002) develops an alternative approach that also relies heavily on

learners as the drivers of change. However, instead of positing a reanalysis of V2

sentences, Yang (2000, 2002) argues for a model of grammar competition where learners

have two (or more) grammars internalised (see §1.4.1 for more details on the learning

model). According to this model, for a community of speakers to lose V2, a non-V2

grammar must have advantage over a V2 grammar in terms of the supporting evidence.

Crucially, learners can only rely on unambiguous evidence for the learning task: A V2

grammar is unambiguously identifiable by the presence of XP-V-S-O and O-V-S orders

in the input, whereas S-XP-V-O and XP-S-V-O orders constitute clear evidence for a SVO

grammar (Yang 2000: 241). The situation in OF was complicated by the existence of pro-

drop in that non-subject-initial sentences with null subjects were rendered ambiguous

— both [XP V pro] and [XP pro V] were possible structural analyses (Yang 2000: 242).

Consequently, learners could only rely on sentences with overt subjects. Yang (2000,

2002) uses counts of SV (including V>2), VS and pro structures by Roberts (1993) to

determine whether the V2 grammar or the SVO grammar had advantage over the other.

The data reveals that more evidence in favour of a SVO grammar than in favour of a

V2 grammar existed (Yang 2000, 2002). Due to this advantage, the V2 grammar was

eventually lost in the language community.

A further explanation for the loss of V2 that emphasises learning has been put forward

by Steiner (2014). In this analysis, changes in information-structural preferences, in
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particular the position of frame-setters within the clause, are the main driver for the

loss of V2.50 As aforementioned, the transition from the 13th to the 14th century

saw a significantly increased range of grammatical categories functioning as clause-

initial frame-setters. While the clause-initial position in V3 sentences was dominated

by adverbial clause frame-setters in the 13th century, other types of frame-setters

such as PPs and AdvPs increasingly occupied the clause-initial position in the 14th

century. Steiner (2014: 250) analyses these structures as V2 sentences (following

Holmberg 2015): Both the finite verb and the constituent preceding the verb were

moved to the left periphery (FinP), whereas frame-setters are merged in the left periphery

and did therefore not ‘count’ towards the V2 constraint. A (presumably) independent

development leading to a rise of preverbal subjects (cf. Table 1.4)51 coinciding with

this change created an environment in which the evidence for the acquisition of a V2

grammar was significantly weakened (Steiner 2014: 252). The lack of a clear association

of frame-setters with a particular grammatical category combined with frequent frame-

setter-S-V structures lead to a situation in which V-to-C movement was no longer obvious.

Due to pressures of economy, such as the LES of Roberts (1993), learners subsequently

assigned simpler representations to the structures in the input: V-to-C movement and an

[EPP]-feature borne by Fin (i.e. the defining features of V2) were dropped. According to

Steiner (2014: 252), this in turn then can explain why V3 sentences with informational

structural categories other than frame-setters in clause-initial position are attested

with a high frequency. The [epp]-feature on FinP acted as a bottleneck as it prevented

movement of more than one constituent to the left periphery (cf. §1.2.3.3). In the

absence of such a bottleneck, no restrictions applied anymore.

1.3.3 Portuguese
Among the Romance languages, Portuguese has been argued to have retained its V2

grammar for the longest period (Galves 2020: 369). As for other languages, the history

of Portuguese is commonly divided into distinct stages (e.g. Ribeiro 1995, Galves

2018). Relevant for tracing the loss of V2 in Portuguese is Old Portuguese (OP; until

15th century),52 Classical Portuguese (ClP; 16th to 17th century) and early Modern

European Portuguese (18th to 19th century). Although the exact point for the loss

of V2 is contended (see below), both OP and ClP feature a significant proportion of

V2 structures indicative of a V2 grammar (Ribeiro 1995, Cavalcante, Galves & Paixão

de Sousa 2015, Galves & Paixão de Sousa 2017, Galves 2020). Based on an examination

of 11 texts from the Tycho Brahe Corpus (Galves & Faria 2017), Galves (2020) showed

50See Larrivée (2021) for another analysis in terms of information-structural changes.
51Steiner (2014) argues that the French of the 14th century was both a V2 language and SVO language.
Although this might provide an explanation for the rise of preverbal subjects, it fails to explain why
the SVO grammar came into existence in the first place. Besides, the relation between the SVO and
V2 grammar remains unclear. That is, are they competing against each other or are both part of the
same grammar somehow?

52Galves & Kroch (2016: 488) note that Old Portuguese is sometimes further divided into Galego-
Portuguese (until end of 14th century) and Middle Portuguese (15th century).
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that different types of clause-initial constituents are licensed in ClP such as subjects

(57), objects (58) and adverbial phrases (59).53

(57) clpO

the

duque

duke

de

of

Maqueda

Maqueda

renunciou
renounced

o

the

cargo

post

de

of

capitão

captain

general

general

da

of-the

armada

army

de

of

Castela

Castela

‘The duke of Maqueda gave up the post of general of the army of Castela’

(Galves 2020: 375)

(58) clpMas

but

povoado

village

sei
know

eu

I

d’onde

from-where

elles

they

não

not

haviuam

had

de

to

levar

take

a

the

embaixada

embassy

debalde.

in vain

‘But I know a village from where they would not have to take the

embassy away in vain.’

(Galves 2020: 376)

(59) clpe

and

verdadeiramente

truly

nos

cl.1.pl

dá
gives

cuidado

concern

o

the

parto

parturition

da

of-the

Rainha

Queen

Nossa

Our

Senhora

Lady

‘And we are really worrying about Our Lady the Queen’s parturition.’

(Galves 2020: 375)

Interestingly, the amount of clause-initial objects is very low: Only 3% of all non-

subject-initial V2 constructions are object-initial (Galves 2020: 377). Despite the low

frequency of initial objects, non-subject-initial V2 sentences account for the majority

of all V2 sentences. Galves (2020: 377) states that 73% of all V2 sentences are non-

subject-initial.54

Although the majority of sentences in the ClP texts in the Tycho Brahe Corpus exhibit

a V2 order, a non-negligible proportion of deviating structures can be found, as in

English and French. On the one hand, sentences with V1 order are attested as the

example in (60) illustrates. On the other hand, V3 sentences can be found in the ClP

data. Different types of constituents can reside clause-initially. In (61a), a PP and an

adverb precede the verb while in (61b) both the object and the subject appear before

53This is by no means an exhaustive list. Galves (2020) provides examples for a wide variety of clause-
initial constituents.

54These numbers should be cautiously interpreted. Galves (2018) analysed sentences with null subjects
and a single clause-initial constituent as instances of V2. However, as Yang (2000) notes for French,
sentences with null subjects allow for a V2 [XP V NS] and a non-V2 [XP NS V] interpretation (cf.
§1.3.2). It is not clear why Galves (2020) opted for the former interpretation. It should also be
added that even if all sentences with null-subjects are excluded, the proportion of non-subject-initial
sentences remains high (>50%).
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Century V1 V2 (XV) V2 (SV) V3

16th .36 .40 .15 .09

17th .33 .46 .12 .09

18th .14 .18 .49 .19

19th .09 .18 .57 .16

Table 1.5: Proportion of different word orders in Portuguese main clauses by century

(Cavalcante, Galves & Paixão de Sousa 2015: 101).

the verb. In the sample of Galves (2020), V1 sentences account for 28% of all structures

and V3 sentences for 13% of all sentences.55

(60) clpPelejou
fought

a

the

armada

army

de

of

Holanda

Holland

com

with

uma

a

esquadra

squadron

da

of-the

armada

army

Real

royal

de

of

Castela

Castile

‘The army of Holland fought with a squadron of the royal army of

Castile.’

(Galves 2020: 378)

(61) a. E

and

nesta

in-this

confiança

confidence

animosamente

bravely

soltamos
unloosed.1pl

a

the

vela.

veil

clp

‘And with confidence we bravely unloosed the veils.’

b. e

and

o

the

nome

name

deste

of this

soldado

soldier

também

too

o

the

tempo

time

tem
has

gastado

wasted
‘And time has wasted the name of this soldier too’

(Galves 2020: 381, 382)

Galves (2020) analyses ClP as a relaxed V2 language, following Wolfe (2015b). This

means ClP is characterised by verbal movement to the left periphery. The movement

of a constituent (or constituents) to a preverbal position is contingent on information-

structural aspects (Galves & Paixão de Sousa 2017, Galves & Gibrail 2018, de Andrade

& Galves 2019, Galves 2020).56

The development of different word orders in ClP and early Modern European Por-

tuguese is scrutinised by Cavalcante, Galves & Paixão de Sousa (2015). Specifically,

Cavalcante, Galves & Paixão de Sousa (2015) determined the frequency of V1, V3 as

well as subject-initial and non-subject-initial V2 sentences in the Tycho Brahe Corpus, re-

55The large proportion of non-V2 sentences has been used as argument against the status of Portuguese
as V2 language (Rinke 2009, Sitaridou 2012, Martins 2019). An in-depth discussion of the status of
OP and ClP as V2 language is outwith the scope of this thesis.

56Galves & Gibrail (2018) also argues that the relative position of postverbal subjects and objects in
transitive sentences is sensitive to information-structural concerns.

35



Chapter 1 V2, its loss and the role of variability

produced here in Table 1.5.57 In ClP, non-subject-initial sentences are the most frequent

word order, followed by V1 sentences. Interestingly, the frequency of non-subject-initial

sentences even increased during the ClP period, as evidenced by the higher proportion

in the 17th century. The transition from ClP to early Modern European Portuguese saw

significant changes in the frequency of different word order patterns. The previously

very frequent V1 and non-subject-initial V2 sentences decrease considerably while

subject-initial V2 sentences drastically increased. As a matter of fact, subject-initial V2

sentences even became the most frequent pattern. Crucially, the increase of subject-

initial V2 sentences cannot be attributed to a change in the frequency of null subjects.

Although the frequency of null subjects fluctuates across centuries, null subjects remain

the most frequent type of subject according to data of Galves & Paixão de Sousa (2017:

e157).

A technical explanation for the observed changes has been developed by Ribeiro

(1995). The explanation is embedded in the Principles and Parameter framework and

builds on the assignment of structural case as proposed by Koopman & Sportiche (1991).

Structural case may either be assigned under agreement or under government (cf. (53b)

and (53a)). Building on the aforementioned proposal by Roberts (1993) for French

in §1.3.2 that nominative case assignment is determined by a parameter allowing

assignment either under (i) agreement only, (ii) government only or (iii) agreement

and government, Ribeiro (1995) argues that nominative case can be assigned either

under government or agreement in OP (=(iii)). That both options were possible in OP

is illustrated by (62) and (63), respectively.58

(62) Devemos
must

nós

we

a

to

pousar

lie down

op

‘We must lie down.’

(Ribeiro 1995: 131)

(63) Entendemos

understand

nós

we

[que

that

a

the

alma

soul

vive]
lives

op

‘We understand that the soul lives.’

(Ribeiro 1995: 118)

Akin to the analysis of Roberts (1993) for French, the loss of V2 can then be attributed to

a change in the parameter setting of nominative case assignment in Modern Portuguese:

Instead of assignment under both government and agreement, nominative can only

be assigned via agreement (Ribeiro 1995: 131). To account for the reanalysis, Ribeiro

(1995: 131) resorts to Berwick’s (1985) Subset Principle according to which learners

seek the most restrictive hypothesis. Given that agreement-only is more restrictive than

government and agreement, learners changed to this parameter setting. Although this

57Note that the values for the proportion of V1 and V3 sentences in the corpus diverges from those
reported by Galves (2020). The discrepancy is most likely the result of the smaller sample studied by
Cavalcante, Galves & Paixão de Sousa (2015).

58Ribeiro (1995: 131) argues only embedded clauses provide unambiguous evidence for assignment of
nominative case via agreement since the verb may assign nominative case to the trace of the subject
under government in main clauses.
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may provide a technical explanation for the loss of V2, it falls short of explaining why

other V2 languages have not undergone the same process. A further puzzling aspect

is the fact that Ribeiro (1995) argues against an abrupt change following parameter

change. To wit, case assignment under agreement became the default with nominative

case assignment via government remaining possible as marked option in certain contexts

in the 16th century (Ribeiro 1995: 133). This, however, should not be possible if the

parameter was previously set to a different value.

A theoretically more neutral explanation for the loss of V2 in Portuguese has been

provided by Galves & Paixão de Sousa (2017). Instead of a theory-internal motivation

for the change, the loss of V2 is conceived as consequence of changes external to the

syntactic realm. An important piece of evidence comes from the placement of clitics

attached to the verb in the history of Portuguese. European Portuguese is characterised

by a strict enclisis in “nondependent, affirmative tensed clauses where the verb is not

preceded by a focalised or interrogative phrase” (Galves & Paixão de Sousa 2017: e168).

This can be seen in the contrast in grammaticality between the enclitic and proclitic

form in (64a) and (64b), respectively.

(64) a. O

the

Paulo

Paul

falou=me.
speak.3sg.pst=1sg.dat.cl

european portuguese

‘Paul spoke to me.’

b. *O

the

Paulo

Paulo

me

1sg.dat.cl

falou
speak.3sg.pst

(Galves & Paixão de Sousa 2017: e168)

In ClP in contrast, the position of clitics was not categorically enclitic.59 In fact, proclisis

was the dominating pattern prior to 1700 (Galves & Paixão de Sousa 2017: e168),

exemplified in (65) by the object clitic o ‘it’ preceding the verb. Galves & Paixão de

Sousa (2017: e170) propose that the variable order of clitics in ClP is an instantiation of

the Tobler-Mussafia law. That is, clitics were barred from appearing in initial position in

an intonational phrase. The information-structural status of the clause-initial constituent

therefore effectively determined whether proclitics or enclitics were used: Proclitic forms

were used with different types of topics and focused constituents, whereas enclitic forms

were used when the clause-initial constituent expressed contrast (Galves & Paixão de

Sousa 2017: e169, cf. Galves, Brito & Paixão de Sousa 2005). Since contrastive elements

form their own intonational phrase (cf. Frascarelli & Hinterhölzl 2007), proclitics would

have been the initial element in the intonational phrase with the verb, consequently

violating the Tobler-Mussafia law.

(65) O

the

Evangelho

Gospel

o

3sg.acc.cl

diz:
say.3sg.prs

Erunt signa in sole, et luna, … clp

‘The Gospel says it: Erunt signa in sole, et luna, …’

(Galves & Paixão de Sousa 2017: e169)

59This only applies to V>1 sentences. Galves & Paixão de Sousa (2017: e168 fn.20) observe strict enclisis
in V1 clauses during all stages of European Portuguese.

37



Chapter 1 V2, its loss and the role of variability

According to Galves & Paixão de Sousa (2017), the change from a variable, phonologically-

conditioned system to a fixed systemwas a consequence of phonological change affecting

pretonic vowels. As result of this change, secondary stress aligned with the first syllable

of the word. Considering the inherently unstressed nature of clitics, proclisis became

unsuitable and enclisis increased in frequency (Galves & Paixão de Sousa 2017: e172).60

Relevant for explaining the loss of V2 is the fact that the increase of enclisis coin-

cided with the decline of VS structures. Galves & Paixão de Sousa (2017) conjecture

a connection between the former and the latter: Due to the increase of enclitic forms,

the originally marked status of XPV-cl and especially SV-cl was lost. Markedness of

syntactic structures is tied to their prosodic contours: if a contour accounts for the

majority of all patterns, it is unmarked (Hinterhölzl 2009: 51). Hence, the increase of

enclisis rendered SV-cl unmarked. Galves & Paixão de Sousa (2017: e172) assume that

the intonational contour of the clause-initial constituent was no longer independent

from the following constituents as a consequence of the shift in markedness. This in

turn led to a reanalysis of the position of preverbal subjects.61 Instead of targeting a

position in the left periphery, subjects were realised in what Galves & Paixão de Sousa

(2017: e172) refer to as ‘subject position’. Albeit not further specified, this position

must be below the CP-domain, presumably SpecTP.62 According to Galves & Paixão

de Sousa (2017: e173), the reanalysis of the subject position subsequently led to the loss

of V-to-C movement. The last change effectively meant that Portuguese was no longer a

V2 language (cf. §1.2.3.3). Before turning to the situation in Welsh, it is worth pointing

out that the account by Galves & Paixão de Sousa (2017) dates the loss of V2 later

than the one by Ribeiro (1995). Given the prevalence of XVS structures before the 18th

century (Table 1.5) however, a later date, as suggested by Galves & Paixão de Sousa

(2017), might be more appropriate.

1.3.4 Welsh
The final language whose loss of a V2 grammar will be considered here is Welsh. While

the unmarked word order in ModernWelsh is VSO— akin to other Celtic languages (with

the exception of Breton, cf. §1.2.2) — earlier stages of Welsh, specifically Middle Welsh

(12th to 15th century), have been described as V2 language (Willis 1998, 2007, Meelen

2016). In so-called abnormal sentences, which correspond to affirmative declarative

sentences, the verb typically forms the second constituent of the clause.63,64 As in the

other V2 languages, a wide range of different constituents can occur in the preverbal

60Given the incomaptibility of clitics and stress, one might expect that such a change would entail a swift
switch from proclitics to enclitics. The data from Galves & Paixão de Sousa (2017: e170) suggests
though that no abrupt changes occurred. It was only in the 19th century that enclisis became fully
categorical in European Portuguese. This issue must be left open for future research to address.

61An important question that is left unanswered is the decline of non-subject-initial sentences.
62See de Andrade & Galves (2019) for an account of the changes in the articulated left periphery.
63According to Willis (1998: 4), the term abnormal is owed to the archaic status of abnormal sentences
in Modern Welsh.

64See Meelen (2016) for an overview of possible word orders in affirmative declarative main clauses
other than abnormal sentences.
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position such as subjects (66a), objects (66b) and adverbs (66c), among others (Willis

1998: 51–52). Apart from a small number of exceptions, finite verbs are preceded by

the particles a or y(d). The choice of the particles is determined by the type of the

clause-initial constituent: y(d) mostly co-occurs with clause-initial adjuncts (including

subordinate clauses), whereas a is selected with all other clause-initial constituents

(Willis 1998: 52, 2007: 436–437, Meelen 2016: 115–116).

(66) a. A’

and

r

the

ederyn

bird

a

prt

doeth
came

y

to

’r

the

ynys

island

honn.

this

middle welsh

‘And the bird came to this island.’

b. Ac

and

ystryw

trick

a

prt

wnaeth
made

y

the

Gwydyl.

Irish
‘And the Irish played a trick’

c. Yn

in

Hardlech

Harlech

y

prt

bydwch
be.fut.2pl

seith

seven

mlyned

years

ar

at

ginyaw

dinner

…

…
‘In Harlech you will be at dinner for seven years …’

(Willis 1998: 51)

The word order in Middle Welsh was not strictly V2 in abnormal sentences as exceptions

have been observed. Adverbs could be placed either before or after preverbal subjects

and objects (Willis 1998, Meelen 2016: 118).

A further type of affirmative declarative main clause with V2 word order are mixed

sentences. This type is superficially similar to abnormal sentence, as illustrated in (67):

The verb is preceded by the same particles as in abnormal sentences (i.e. a and y(d))

which are determined by the type of clause-initial constituent (Willis 1998: 4). From a

information-structural perspective, however, the two sentence types have traditionally

been argued to differ. The clause-initial constituent in mixed-sentences is focused,

whereas in abnormal sentences the clause-initial constituents constitute topics (Meelen

2016: 285).65 Besides, the finite verb does generally not agree with the subject and

exhibits a default third-person singular inflection instead (Willis 1998: 5, Meelen 2016:

119).

(67) a. bydhawt

be.fut.3sg

ragot

to.2sg

ti

you

gyntaf

first

yd

prt

agorawr
open.imper

y

the

porth

gate

middle welsh

‘For you shall the gate be opened first.’

b. Oed

be.pst.3sg

maelgun

Maelgwn

a

prt

uelun
see.pst.1sg

in

progr

imuan

fight.inf
‘It was Maelgwn that I could see fighting.’

(Meelen 2016: 119)

The distribution of different constituent types in clause-initial position as well as their

historical development in Middle Welsh has been studied in more detail by both Willis

65Meelen (2016) discovered that the distinction is not as clear-cut as previously assumed. The distinction
of abnormal and mixed sentences lies outside the scope of this thesis and the interested reader is
referred to Chapter 6 in Meelen (2016).
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(1998) and Meelen (2016). The observed distributions resemble each other and both

scholars arrive at concurring conclusions: First, the proportion of clause-initial objects is

already low in Middle Welsh and declines even further during that period. Second, verbal

nouns occur with considerable frequency clause-initially, 20% on average according

to Meelen (2016: 306). Akin to objects however, the frequency of clause-initial verbal

nouns decreases in later Middle Welsh sources. Third, adjuncts constitute the most

frequent non-subject-initial constituent type. Interestingly, in some of the examined

texts adjuncts even make up a higher proportion of clause-initial constituents than

subjects. Towards Early Modern Welsh, adjuncts in clause-initial position are in decline

though. Finally, subjects account in most cases for the highest proportion of clause-

initial constituents. Contrary to other types occurring clause-initially, the proportion of

subjects actually increases towards the end of Middle Welsh. That is, towards the end

of the Middle Welsh period, V2 sentences were predominantly subject-initial.

The shift in the composition of the clause-initial position from the transition from

Middle Welsh to early Modern Welsh was significant but the loss of V2 was potentially

induced by a further development. In the 16th century, the preverbal particles a and

y(d) started to be omitted. Albeit originally a purely phonological phenomenon, the

omission of the particles became increasingly widespread in the latter half of the 16th

century (Willis 1998: 188–189). This development had far-reaching consequences for

the V2 grammar in Welsh. In the account of Willis (1998), the clause-initial constituent

and the preverbal particles are in an agreement relationship. That is, the particle (with

adjoined verb) and the preceding constituent must be in a Spec-head relation. Willis

(1998: 183) argues that this agreement relation provides crucial evidence to learners for

movement of the clause-initial constituent to a specifier. Learners can further deduce

that this position must be SpecCP, because the agreeing particles are complementisers.

Moreover, the identical preverbal particle for objects and subjects signals learners

that subjects and objects must reside in the same structural position thereby further

strengthening the evidence for movement to CP (Willis 1998: 183). In the light of the

important role these particles played during language acquisition, their loss caused

a significant reduction of evidence for the V2 grammar. According to Willis (1998:

193), the amount of evidence for learners became in fact so low that the acquisition

of the V2 grammar was no longer sustainable. The ensuing reanalysis of the input

by learners was driven by the Least Effort Strategy of Roberts (1993): Adjuncts no

longer occupied SpecCP and were adjoined instead (Willis 1998: 190). Similarly for

subject-initial sentences, no CP had to be projected anymore as structures could be

analysed involving the IP-domain only (Willis 1998: 192). Following these reanalyses,

Welsh could no longer be considered a V2 language.66 In what follows, I will synthesise

the different approaches to the loss of V2 in English, French, Portuguese and Welsh.

1.3.5 Parallels in the loss of V2
In the past four subsections, the loss of V2 in English, French, Portuguese and Welsh

was examined. The review of different approaches to the loss of V2 has shown that not

66See Willis (2007) for an account of the developments after V2 was lost.
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much consensus has been reached in the literature for individual languages, let alone

cross-linguistically. Different causes have been suggested, ranging from phonological

changes, morphological changes and changes to the information-structural organisation

of languages to economy principles disfavouring specific aspects of a V2 grammar and

language contact. Nonetheless, some aspects recur in different analyses such as the

Least Effort Strategy of Roberts (1993). Furthermore, common themes have crystallised.

First, in none of the sketched analyses V2 was lost in and of itself, because it was too

hard to learn. Although some stages in the process of losing V2 have been argued to

lack sufficiently clear patterns for learners (cf. van Kemenade & Westergaard 2012),

none of the ‘healthy’ initial stages are considered too difficult to maintain. Even Ribeiro

(1995), who argues for a reanalysis on grounds of simpler available parameter settings,

refers to a specific aspect of the V2 grammar (i.e. nominative case assignment) and not

the whole grammar. Besides, the continuity and strengthening of V2 systems in the

Germanic languages apart from English does contradict the hypothesis that V2 is too

hard to learn. The second observation that can be made is that the driving factors for

the loss of V2 appear to be extraneous in the sense that they are not directly connected

to the syntactic domain itself. This is best illustrated by the proposed phonological and

morphological factors responsible for the loss. Changes in these domains interface with

syntax in such a way that the V2 system becomes affected. In particular, the evidence

for V2 is argued to deteriorate, preventing the acquisition of the V2 grammar. This, in

turn, is connected to the third observation. Language learning and the corresponding

evidence play a crucial role in the loss of V2. This becomes evident by the frequent

invocation of reanalysis and/or learner-internal grammar competition to explain the loss.

Interestingly, all of the proposed mechanisms of change are unified in that they seem

to cause a redistribution of clause-initial constituents. That is, although the assumed

processes are different, an increase in subject-initial V2 sentences appears to be the

result. This stands in contrast to earlier stages of the languages where the clause-initial

position was characterised by a more diverse distribution (i.e. more non-subjects). The

striking parallel across all languages that have lost V2 begs the question whether these

shifting distributions might be the proximal cause of the loss of V2. That is, under such

a view, the shifting distributions would be the immediate (i.e. proximal) cause, while

the factors causing the redistributions would be the distal causes for the loss. If this was

indeed the case, I would be in a position to develop an analysis of the loss of V2 that can

explain the developments in all these languages. Note that many of the accounts also

highlight the rise of V3 constructions. In the remainder of the present thesis however, I

will focus solely on the distributional change in the clause-initial position as explanation.

Past research has provided evidence for domain-general benefits of variability in the

input for learning (Raviv, Lupyan & Green 2022). Applied to the question at hand, these

findings suggest that low variability in the clause-initial position should hinder the

acquisition of V2, hence leading to the loss of V2.67 According to this interpretation then,

the rise of V3 does not exhibit the same status as the distribution of the clause-initial

constituents.

67This hypothesis will be discussed in significantly more detail in §1.5.
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However, before such an analysis can be explored in more detail, one fundamental

question has to be addressed: Although the diachronic developments suggest that

changes elsewhere in the grammar caused a shift in the distribution of clause-initial

elements, it is far from clear whether the rise of subject-initial sentences is actually

the cause or the effect of the loss of V2. In other words, the rise might either be the

driver of the loss of V2 or the result of the loss of V2. Crucially, this only refers to the

proximal cause of the loss of V2. The presumed distal causes for the loss of V2 — i.e. the

language changes that may have triggered the distributional changes in the first place

— are not considered here. As aforementioned, the goal is to provide an analysis that

can explain the developments across languages. This would not be possible when the

different distal causes are examined.68 Returning to the question of cause and effect, I

am effectively dealing with the infamous chicken-or-egg problem with no realistic way

of distinguishing the two options based on the data alone. One avenue worth exploring

in order to solve this problem is the connection between subject-initial sentences and

learning. If subject-initial sentences impact learning, the effect should be predicted by

models that attribute language change to language acquisition.

To summarise, many causes for the loss of V2 have been proposed. The drivers of

the change are language-specific and the loss of V2 appears to be an epiphenomenon

of changes that have taken place somewhere else in the grammar. Furthermore, a

similar pattern has emerged across the four languages surveyed in this section in that

the proportion of subject-initial sentences significantly grew over time. This is also

relevant against the backdrop of analyses that have invoked learning as a relevant

factor. The shifting distributions in combination with learning could thus be used to

develop a cross-linguistic explanation for the loss of V2. However, the high amount of

subject-initial sentences constitutes a chicken-or-egg problem in the context of the loss

of V2. Models of language change incorporating learning should make predictions that

help identifying cause and effect. In the next section, I will therefore highlight three

models of learning where the nature of the input is connected to language change.

1.4 The role of learning in the loss of V2
Different causes for the loss of V2 have been identified in the literature, although the

factors responsible for it appear to be language-specific. There is, however, one feature

that characterises the trajectory of all diachronic developments with regards to the

loss of V2: the rise of subject-initial clauses. Moreover, many accounts allude to some

form of learning processes that play a role in the change as well. Two questions can

be raised in response to these observations: First, what actually is the contribution of

learning? And second, what role does the increasing frequency of subject-initial clauses

play? The shifting distribution may either be the cause or the effect of change (i.e. a

chicken-or-egg-problem). This section will introduce three models that incorporate both

learning and the nature of the input, namely the variational learning model (§1.4.1),

68Future work could investigate whether the proposed mechanisms actually lead to a rise in subject-
initial sentences. Such studies, however, would differ from the current one. Besides, they might not
necessarily implicate learning but language usage.
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cue-based learning (§1.4.2) and the micro-cue model (§1.4.3).69 According to these

models, the high proportion of subject-initial clauses are the cause and not the effect

of the loss of V2. Hence, the models provide a general explanation that holds for all

observed changes. Note that the goal of this section is not to trace and account for

changes in individual languages. Rather, the general interaction of input and learning

will be highlighted.

1.4.1 Variational learning model
One approach that underscores the role of learning in interaction with the input is the

variational learning model (Yang 2000, 2002, 2010). The inspiration for the model

derives from the process “of natural selection in biological systems” (Yang 2010: 1162).

Instead of selecting between genotypes however, the variational learning model assumes

competition between different grammatical hypotheses (Yang 2000, 2002, 2010).70

The hypothesis space is provided by Universal Grammar (UG). That is, learners are

tasked with converging on appropriate hypotheses by selecting from the provided set.

Relevant for the goals of this section is the assumption that learners will rely on their

input to accomplish this task (Yang 2000, 2002): Each hypothesis (or grammar) is

associated with a weight (i.e. probability). When encountering a sentence in the input,

the child will perform a random weighted pick of a grammar Gi from the hypothesis

space that will then be used to parse the input structure. If the grammar Gi can parse

the sentence, Gi will be rewarded in that its weight will be increased. At the same time,

other grammars will indirectly be punished. If, however, the input string cannot be

parsed by Gi, the grammar will be punished and all other grammars indirectly rewarded.

This process is repeated every time learners receive input.

If learners were exposed to an idealised homogeneous linguistic environment, the

target grammar should never be penalised and learners would pick the correct grammar

from the hypothesis space. If, however, the linguistic environment is more hetero-

geneous, a different picture will emerge. According to Yang (2000: 237), different

events may introduce new varieties into the linguistic environment of learners thereby

diversifying the input of learners. For instance, L2 speakers might be introduced into the

linguistic community or an innovation might spread from a social niche to the broader

community. As a result, two grammars G1 and G2 will be present in the input. Applying

this to the phenomenon under discussion, G1 could represent a V2 grammar and G2 a

SVO grammar. Learners will proceed as aforementioned during language acquisition: A

grammar is randomly selected based on its weight for parsing a structure in the input. It

will be rewarded if it can parse the input, otherwise the grammar will be punished. In

69See also Cournane & Klævik-Pettersen (2023) for a further alternative that appeals to learning and the
evidence in the input to explain the loss of V2. Unfortunately, their analysis was published too close
to completion of this thesis to be discussed it in more detail.

70The nature of these grammatical hypotheses differs across publications. Whilst Yang (2000, 2002)
argues for these hypotheses to be grammars, Yang (2010) posits that the hypotheses are on a smaller
scale, namely parameters. The exact nature of these grammatical hypotheses does not bear relevance
for the further discussion. I will therefore refrain from committing to one of the two notions here
though I will adopt the terminology of Yang (2000, 2002).
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certain cases, input structures will be ambiguous and can thus be parsed by both gram-

mars. In the context of G1 and G2, these structures might correspond to SVO clauses.
71

Whichever grammar is selected, it will be rewarded. Importantly, extended exposure

to ambiguous structures will provide neither grammar G1 nor grammar G2 with an

advantage — none of the grammars can effectively gain the upper hand. In this light,

the observed rise of subject-initial sentences entailed that a very large proportion of

learners’ input became unsuitable for distinguishing a V2 grammar from the competing

SVO grammar.

What matters for distinguishing different grammars are thus structures that can only

be analysed by one grammar. The proportion of sentences that can only be analysed by

grammar G1 is, what Yang (2000, 2002) refers to as advantage α of G1 over G2. Likewise,

the proportion of sentences that can only be parsed by grammar G2 is the advantage β of

G2 over G1. Yang (2000, 2002) proves mathematically that if β > α, G2 will eventually

take over.72 Over the course of multiple generations then, the advantage of the SVO

grammar will constantly increase (Yang 2000: 239). This rests on the assumption

that learners produce structures of a grammar with the same weight as they select the

grammars for parsing (Yang 2002: 27). Consequently, the advantage of the SVO grammar

in production will also be larger than the one of the V2 grammar. Returning to the rise of

subject-initial sentences, the declining variation in the clause-initial constituent reduced

the amount of evidence for V2. That is, V2 was further disadvantaged by the increasing

number of subject-initial sentences. Given that structures with non-V2 order were also

on the rise in many languages, the advantage for the SVO grammar exceeded the one of

the V2 grammar. Taken together, the rise of subject-initial sentences is the cause, not

the effect in the variational learning model as they rendered a significant proportion of

the input ambiguous. Combined with a concurring increase in V3 structures compatible

only with a SVO grammar, the unambiguous evidence for a V2 grammar was reduced

to such an extent that it no longer had an advantage over the SVO grammar.73

1.4.2 Cue-based learning
Cue-based learning, developed in Lightfoot (1999, 2006), constitutes another approach

underscoring the role of the input for language change. This approach centres around

the dichotomy of I(nternal)-language and E(xternal)-language (Chomsky 1986): While

71Yang (2002: 35) argues that no sentence type could unambiguously identify a V2 grammar.
72In a hypothetical scenario where a SVO and V2 grammar compete, the presence of a single XPSVO
sentence among exclusively SVO sentences would in theory suffice to give the SVO grammar an
advantage over the V2 grammar. Although this completely hypothetical example is very unlikely to
ever occur, one may ask whether a model where the repercussions of parsing a single sentence could
be so significant is desirable at all. Lightfoot (2006: 82) points out that children are very unlikely
to deviate from the language of the previous generation due to a single ill-formed utterance (cf.
also §1.4.2). This, of course, does not mean that the variational learning model should be discarded.
Rather some measure of certainty should be added to the model. Besides, Yang (2002: 31) emphasises
that learners do not actually track frequencies during learning.

73The variational learning model was discussed in the context of V2, however it has also been applied to
other situations of language change. For instance, Heycock & Wallenberg (2013) apply the model to
data from Icelandic and Swedish to test the loss of V-to-T movement.
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I-language captures the notion of grammar, that is the mental representation(s) of

a speaker’s (or signer’s, for that matter) linguistic knowledge (Lightfoot 2006: 7), E-

language is conceived as the result of using I-languages (Lightfoot 2006: 12). For instance,

notions like German or English are what Lightfoot (2006: 13) considers E-language.

Under this view, a speaker can change their usage of their grammar but crucially not

the grammar itself (Lightfoot 1999: 84). Changes to the E-language, however, can have

what Lightfoot (1999: 89) has labelled ‘catastrophic’ effects for the next generation of

speakers: E-language forms the primary linguistic data (PLD) of learners. If changed

usage entails that a threshold for the emergence of a new grammatical property is

crossed, the I-language (i.e. grammar) of a learner deviates from that of other speakers

in an abrupt fashion and hence constitutes a catastrophe (Lightfoot 1999: 91). Although

changes in the grammar occur abruptly, they may not spread immediately in the

population and the diffusion of the change may proceed gradually (Lightfoot 1999:

104).

To account for these ideas, Lightfoot (1999, 2006) argues that children rely on

cues during learning. This means that children search the mental representations they

have created by parsing the input, for specific structures, so called cues.74 The cues

themselves are provided by UG and do not constitute full structures but merely pieces

of structures (Lightfoot 2006: 78).75 Parsing a sentence like (68), for instance, will yield

a representation for the word order in the VP along the lines of VP[V DP]. Hence, (68)

expresses the cue for head-directionality in the VP (Lightfoot 2006: 78).

(68) The mouse gobbled the cheese.

Crucially, a cue is only expressed in a sentence “if the cue is unambiguously required for

the analysis of the sentence” (Lightfoot 2006: 78). Different languages may express the

same cue differently (Lightfoot 2006: 78). For example, a cue C in language A may be

expressed by declarative sentences, yet language B expresses C unambiguously only in

exclamative sentences. Lightfoot (2006: 79) also notes that the representations formed

by learners may not necessarily be adult-like in that the input is only partially analysed.

However, as the acquisition process progresses, the representations become increasingly

more abstract (Lightfoot 2006: 80). This also entails that the learning process must

follow a clear trajectory (Lightfoot 1999: 150, 2006: 79). Returning to the example in

(68), the learner needs to establish the phrasal categories first before they can determine

whether the language has OV or VO order. That is, the learner has to identify gobble as

verb and the cheese as DP before analysing (68) as an instantiation of VO.

As mentioned above, grammar ‘catastrophes’ are argued to occur when a certain

threshold for a novel grammatical structure is met. In the context of cue-based learning,

this means that the cues need to be sufficiently expressed in the E-language. Lightfoot

(2006: 82) motivates this by learners’ general resiliency against ungrammatical struc-

tures: Children do not converge on a novel grammar after being exposed to a single

74Lightfoot (1999, 2006) further argues that learners follow degree-0 learnability (cf. Lightfoot 1994).
That is, learners can only consider unembedded clauses as sources for language acquisition.

75This accords with the approach of Fodor (1998) where so-called treelets (i.e. small pieces of tree
structures) are considered to be triggers of grammatical structures.
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ungrammatical utterance. Lightfoot (2006: 82) adduces the example of a L2 English

speaker with German as L1 who produces an embedded sentences with OV order instead

of VO in the presence of a learner. The learner will not learn an OV grammar after a

single exposure.76 This then raises the question when exactly a cue is sufficiently at-

tested. Lightfoot (1999: 154) rejects the idea that uniform thresholds can be established

and argues that thresholds need to be established on a case-by-case basis instead.

One of the constructions discussed in more detail by Lightfoot (1999) is V2. According

to Lightfoot (2006: 86), the cue for V2 can be any phrasal category in the CP followed

by the finite verb, i.e. CP[XP CV]. Lightfoot (1999: 154) delimits the availability of

the V2-cue to non-subject-initial sentences though, as the cue is only unambiguously

expressed in those contexts given that subject-initial sentences permit different analyses

(SVO or V2, cf. Yang 2000, 2002). Based on counts from Lightfoot (1995) and Ans

van Kemenade (p.c.), Lightfoot (1999: 156) gauges the threshold for the acquisition of

V2 between 17% and 30%. This means that learners’ input has to feature 17%–30%

of non-subject-initial sentences for the V2-cue to be expressed. This threshold can

immediately explain how an increasing amount of subject-initial sentences affects the

acquisition of a V2 grammar: Learners do not find sufficient evidence for the V2-cue

(CP[XP CV]) in the input. This lack of evidence then prevents learners from acquiring a

V2 grammar. That is, similar to the variational learning model, the rise of subject-initial

sentences is the cause and not the effect of the loss of V2. In the next subsection, an

approach related to the cue-based learning will be examined.

1.4.3 Micro-cue model
The cue-based learning approach of Lightfoot (1999, 2006) is extended by Westergaard

(2008, 2009b, 2014). The new model, referred to as micro-cue model, abandons the

notion of major or large cues (or parameters) in favour of smaller cues. This is motivated

by the general failure of parametric approaches to capture language-internal variation.

In the context of V2, for instance, setting the parameter to [+v2] would predict that

all main clauses (at least) should follow a V2 word order, whereas the opposite setting

(i.e. [-v2]) should block any V2 structures in a language. English, as aforementioned,

has lost its V2 property during the Middle English period. Hence, present-day learners

of English would set the V2 parameter to [-v2]. Lightfoot & Westergaard (2007) point

out, however, that structures like the ones given in (69) are problematic for parametric

approaches such as Lightfoot’s cue-based learning. All examples in (69) exhibit the

characteristics of a V2 order with verbs occupying the second position and non-subjects

the clause-initial position.

(69) a. Which cheese did the mouse like?

b. None of the cheeses you normally eat would a mouse like.

c. At the cheese monger’s was the mouse always welcome.

76Lightfoot (2006: 82), however, somewhat qualifies this statement a few sentences later in that they
argue that one sentence expressing a cue might suffice in certain circumstances.
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(70) a. *Which cheese the mouse did like?
b. *None of the cheeses you normally eat a mouse would like.
c. At the cheese monger’s, the mouse was always welcome.

Owing to the fact that V2 is obligatory in English wh-questions (69a) and negated

phrases (69b) — evidenced by their ungrammatical V3 equivalents in (70) — Rizzi

(1996) coined the term residual V2 language.77 Although locative inversion structures

such as the one in (69c) do not exhibit the same obligatory nature as residual V2

structures (70c), they are nonetheless unpredicted under a general V2 parameter or

cue.

Another piece of evidence extensively discussed by Westergaard (2008, 2009b) per-

tains to variation in North Norwegian, specifically in the dialect of Tromsø. While

Standard Norwegian is characterised by a strict V2 order in wh-questions, the dia-

lect of Tromsø (akin to other Norwegian dialects) allows both V2 and non-V2 orders

(Westergaard 2003, Westergaard & Vangsnes 2005, Westergaard 2009a): This is ar-

gued to be a case of conditioned variation where the length of the wh-element as well

as the information-structural status of the subject determines the word order: While

wh-questions with disyllabic or long wh-elements show obligatory V2 order (71), ques-

tions with monosyllabic wh-elements (ka ’what’, kem ’who’ and kor ’where’) display

non-V2 when the subject is informationally given (72) and V2 when the subject is

informationally new (73) (Westergaard 2003, Westergaard & Vangsnes 2005).78

(71) a. Ka

which

slags

kind

rødvin

red.wine

vil
will

du

you

ha?

have

norwegian (standard)

‘What kind of red wine would you like?

b. *Ka slags rødvin du vil ha?
(Westergaard 2009a: 51)

(72) Kor

where

vi

we

lande
land

henne?

loc

norwegian (tromsø)

‘Where should we land?’

(Westergaard 2009b: 25)

(73) Kor

where

er
is

mitt

my

fly?

plane

norwegian (tromsø)

‘Where is my plane?’

(Westergaard 2009b: 25)

Akin to English, a general V2-cue cannot account for the attested pattern in Norwegian.

However, unlike English, one could use a grammar competition account such that a V2

grammar and a non-V2 grammar compete in the dialect of Tromsø. Westergaard (2008:

77The term residual V2 of course also incorporates the fact that historic stages of English were characterised
by a V2 grammar (cf. §1.3.1). In fact, multiple languages have been described as residual V2 language
for similar reasons, e.g. French and Spanish (Rizzi 1996, Holmberg 2015: 344). However, see Cruschina
& Sailor (2022) for arguments against conflating formal and historical senses of residual V2.

78Note though that Westergaard (2009a: 56) also observed considerable variation between speakers,
suggesting the influence of sociolinguistic variables.
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1853) adduces evidence from child-directed speech and L1 acquisition against such an

account. The amount of evidence for V2 across contexts (54.2%) exceeds the evidence

for non-V2 significantly (9.6%) in child-directed speech in Tromsø (Westergaard 2008:

1852). The cue-based learning approach as outlined by Lightfoot (1999) would predict

that V2 orders are learned much earlier than the non-V2 ones. Westergaard (2008,

2009b) demonstrates, however, that this prediction is not borne out as children show

target-consistent behaviour from early on picking up fine distinctions. Therefore, she

argues that cue-based learning is inadequate for explaining the observed variation both

in Norwegian and English.79,80

The micro-cue model is equipped to deal with such language-internal variation. By

departing from major cues such as a general V2-cue (CP[XP CV]) in favour of smaller

micro-cues, the model can handle variation without seeking recourse in a grammar

competition model. According to the micro-cue model, learners parse the input and

form small syntactic structures, the micro-cues (Westergaard 2014). These structures

are the result of an interaction of the input, UG and third factors (Chomsky 2005), such

as principles of economy (Westergaard 2009b: 64, Westergaard 2014: 38). In contrast to

Lightfoot’s (1999, 2006) model, UG does not provide the cues but rather the necessary

principles of structure building and syntactic primitives such as features and categories

(Westergaard 2009b: 52, 2014: 38). The formed micro-cues are then incorporated into

the grammar, though the actual procedure remains vague (Westergaard 2009b: 65).

That is, micro-cues become “part of a speaker’s internalized knowledge of a specific

language” (Westergaard 2017: 460).81

Given the sensitivity to the linguistic context displayed by learners, micro-cues must

encode the contexts in which they occur (Westergaard 2008, 2009b, 2014). In the context

of V2, this means that V2 is conceived as conspiracy — that is, V2 does not constitute a

unified phenomenon but rather consists of multiple, domain-specific rules (Lohndal,

Westergaard & Vangsnes 2020, cf. also Weerman 1989). Following Westergaard &

Vangsnes (2005), Westergaard (2008, 2009b) proposes a split-CP approach (cf. §1.2.3.3)

in which ForceP is expressed differently, depending on the clause type (e.g. DeclP in

declaratives and IntP in wh-questions). This then provides the context for the micro-

cues. In the dialect of Tromsø, parts of the V2-grammar can then be accounted for by

micro-cues for declarative main clauses and long wh-questions, provided in (74a) and

(74b), respectively.

(74) a. DeclP[XP Decl◦V]

b. IntP[XP[+wh] Int◦V]

(Westergaard 2009b: 60)

79The early target-like productions of children are not unique to V2 but have been observed for clause-
internal subject positions and the position of possessors in DPs too (Westergaard 2011, Anderssen &
Westergaard 2010).

80Westergaard (2017: 458) also calls into question that significant E-language changes can occur without
previous changes in the I-language.

81Compared to the proposals by Yang (2000, 2002) and Lightfoot (1999, 2006), the micro-cue model has
the advantage that not all cues or grammars/parameters must be provided by UG (Westergaard 2014:
33). This allows for a slimmer language faculty — an aspect that is preferable under Occam’s razor.
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Micro-cues can also encompass specific lexical items. Some word order variation in

Norwegian is contingent on lexical items. The word order in sentences with clause-initial

kanskje ‘maybe’ can either be V2 or non-V2 (75) (Westergaard 2008, 2009b).82 The

corresponding micro-cue can thus be formulated as in (76).

(75) Kanskje

maybe

(kommer)
come.prs

kongen

king.def

(kommer).
come.prs

norwegian

‘Maybe the king is coming.’

(Westergaard 2009b: 20)

(76) DeclP[kanskje XP …VP[V]]

(Westergaard 2009b: 60)

One immediate consequence of the micro-cue model is the way input frequencies need

to be calculated. Instead of subsuming all V2 cases, frequencies need to be considered for

each cue individually (Westergaard 2008: 1857, 2009b: 208). The effect is non-trivial.

For instance, the frequency of sentences with clause-initial kanskje ‘maybe’ such as

(75) changes drastically from 1.9% to 12% when only non-subject-initial sentences

are considered instead of the whole set of sentences in the input (Westergaard 2009b:

209). Despite the context-sensitivity, learners also need to generalise to some extent as

grammars are productive and not merely the accumulation of specific constructions

(Westergaard 2014: 40). In the micro-cue model, generalisations proceed in small

steps by extending existing cues. For instance, learners might add a new feature or

(sub)category to a micro-cue (Westergaard 2014: 40).83

Similar to the cues in the model of Lightfoot (1999, 2006), micro-cues are only

expressed in unambiguous structures (Westergaard 2014: 37). For instance, learners

will find the micro-cue for declarative V2 sentences only in non-subject-initial clauses.84

Unlike cue-based learning however, micro-cues do not need to be attested with the same

degree of robustness in the input. Westergaard (2011) shows that learners are able to

acquire a fine distinction between postverbal pronominal and nominal subjects relative

to sentence adverbs and negation despite the low frequency.85 Frequency does still

play an important role though: Low frequencies of micro-cues enable language change

because constructions become susceptible to change (Westergaard 2009a, 2011, 2021a)

82This can be seen as further argument against a parametric approach. It seems highly unlikely that UG
provides cues that are specific to certain lexical items (Westergaard 2008: 1859).

83The micro-cue model is thus situated between traditional parametric approaches and constructionist
theories (Westergaard 2009b, 2014, cf. also Westergaard 2009c). Both the micro-cue model and
constructionist approaches assume a development from specific to general, but no genetic endowment
is stipulated by the latter models (Westergaard 2014: 38).

84According to Westergaard (2009b), subject-initial V2 clauses are not simply discarded since they can
convey other useful information to learners in certain cases. If those clauses contain negation or
clause-medial adverbs, subject-initial sentences will provide evidence for V-to-I movement at least.

85One could simply dismiss this finding by assuming that this particular phenomenon does require a
lower frequency than V2 for instance. This would be compatible with what Lightfoot (1999) has
claimed. However, such an account is unsatisfactory since it falls short of predicting any frequency
thresholds.

49



Chapter 1 V2, its loss and the role of variability

— children may ignore a construction due its low frequency for example (Westergaard

2011: 323).

Against the backdrop of the micro-cue model, the role of subject-initial sentences

is not as straightforwardly accountable as in the other two models discussed above.

The decline of non-subject-initial clauses concomitant with the rise of subject-initial V2

clauses should not immediately prevent children from acquiring a V2 grammar — after

all, children are able to learn low frequency phenomena. In other words, even though a

large proportion of the input becomes ambiguous with respect to V2, the remaining

non-subject-initial sentences should provide sufficient evidence for a V2 micro-cue. The

role of subject-initial sentences must therefore be more indirect. The indirect effect of

subject-initial sentences derives from the vulnerability of the V2 grammar they create.

That is, a V2 system becomes weakened and therefore more prone to be lost.

In summary, in all three models there is a role for the increasing frequency of

subject-initial sentences in languages that have lost V2. The models interpret the rise

of subject-initial sentences as a cause and not as the result of the change. Hence, the

models provide a uniform explanation for the loss of V2 in that the change is connected

to the nature of the evidence in the input. In this thesis, I will develop an account

that shifts away from the role of unambiguous evidence in the loss of V2. Based on

domain-general findings that variability in the input benefits learning, I will test how

variation relates to the loss of V2. Specifically, the role of the increase of subject-initial

sentences and subsequently ensuing change in variability will be examined.86 That is,

the interaction of learning and the input will still be fundamental, yet the emphasis

will be placed differently. In the next section, I will outline the role of variability and

spell out its relation to the loss of V2.

1.5 The role of variability in language learning and its
relation to V2

All three learning models discussed in the preceding section recognise the rise of subject-

initial sentences as a cause for the loss of V2. At first sight, this conclusion may seem

at odds with the findings of Westergaard (2009b, 2011) that learners can still reliably

acquire low frequency patterns. However, the developments in the languages reviewed

in §1.3 clearly demonstrate that V2 was lost in face of the still existing evidence for

V2 (albeit infrequent). In the model of Westergaard (2009b, 2021a), the diachronic

developments can be explained by the effect the low frequency of unambiguous evidence

has: constructions become susceptible to change. This raises the question though why

constructions are prone to change when the frequency is low. For V2, I will argue

that features of human cognition can be invoked as part of the explanation — in other

words, a third factor explanation is offered (cf. Chomsky 2005). More precisely, I will

argue that variability in the clause-initial constituent is a driving factor for the loss (or

86The initial hypothesis will define grammatical functions as the relevant domain of variability. Based
on experimental findings in Chapter 3 and Chapter 4, however, I will conclude that variability in
either grammatical functions or categories benefits the learning of a V2 language.
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retention) of a V2 grammar. This will allow me to provide an explanation for the loss

of V2 incorporating the rise of subject-initial sentences and learning. Such an analysis

is in line with Walkden (2021a: 13) who argues that every theory of language change

should incorporate properties of individual speakers (i.e. acquisition, cognition and

language use). I will first develop the hypothesis connecting variability to the loss of

V2 (§1.5.1) before exploring the type of variability needed for the acquisition of V2

(§1.5.2).

1.5.1 The role of variability in the loss of V2
There is strong evidence that learning in general is impacted by variability. Raviv,

Lupyan & Green (2022) reviewed experimental work from a wide range of cognitive

domains, ranging from motor skills to problem solving to language learning. The review

revealed converging evidence across all covered domains that variability fosters learning.

Variability does not constitute a uniform concept in that (at least) four different types

can be distinguished: numerosity, heterogeneity, situational/contextual and training

scheduling (Raviv, Lupyan & Green 2022). Numerosity denotes the number of training

items that learners encounter during learning. For example, a child that is being

familiarised with the concept of cheese might be shown three or twelve instantiations

of cheese. Heterogeneity, in turn, describes the degree to which the examples differ.

The child trying to grasp the concept of cheese with the help of visual examples

might encounter cheeses whose visual appearance is rather similar such as Appenzeller,

Emmental and Gouda. That is, the child would see three hard cheeses with a (light)

yellow colour. A more diverse sample, however, would be Red Leicester, Blue Stilton

and mozzarella exhibiting a broader range of colour as well as texture.87 The third type

of variability captures “variation in the external learning conditions” (Raviv, Lupyan

& Green 2022: 468). In the context of the cheese example, situational/contextual

variability would occur when the child is exposed to cheese in different locations such

as at the cheese monger, the supermarket and in the kitchen at home. The final type of

variability concerns the training schedule. A child might be shown exclusively Emmental

when cheese is introduced for the first time and exclusively Peccorino the next time.

Alternatively, a more varied familiarisation could be pursued where Peccorino and then

Emmental are shown the first time. The next time the child is familiarised with cheese,

the reversed order could be used, i.e. first Emmental and then Peccorino.

When it comes to learning in the context of language, a fostering effect of variability

is well documented. Variability in different linguistic domains has been shown to benefit

learning. Phonetic variation during learning, for instance, increases the word recogni-

tion at test both in infants (L. Singh 2008, Rost & McMurray 2010, Galle, Apfelbaum &

McMurray 2015) and adults (Sommers & Barcroft 2006, Sumner 2011). Furthermore,

phonemic contrasts in non-native languages become more salient after exposure to

acoustic variation (Leong et al. 2018). Relatedly, the exposure to more speakers dur-

87Raviv, Lupyan & Green (2022: 470) observe that numerosity and heterogeneity are often confounded,
because numerosity served as proxy for heterogeneity in many studies. The cheese example shows
however that this does not need to be the case.
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ing learning (i.e. increased talker variability) leads to better word segmentation in

infants (Graf Estes & Lew-Williams 2015) and better learning of phonemic contrast

in adults (Lively, Logan & Pisoni 1993). In addition, unfamiliar dialect speakers are

more accurately categorised by adults after being exposed to more speakers from the

same dialect (Clopper & Pisoni 2004). Native speakers also adapt better to non-native

speakers when previously exposed to more non-native speakers sharing the same L1

(Bradlow & Bent 2008). Talker variability also benefits vocabulary learning in a L2

(Barcroft & Sommers 2005) even though this might only apply to adults but not children

(Sinkeviciute et al. 2019).88 Besides acoustic variation and talker variability, contextual

diversity also fosters learning. When learners encounter novel words in more semantic

contexts during learning, these words are learnt better (Adelman, Brown & Quesada

2006, Frances, Martin & Duñabeitia 2020, Hsiao & Nation 2018, Pagán & Nation 2019).

Even though those studies demonstrate the benefits of variation in different linguistic

domains, they do not touch on the domain relevant for the goals of this thesis — syntax.

In fact, work on variability in the syntactic domain is scarce. The few studies that have

been conducted, however, converge on the same finding as the studies in the other

linguistic and cognitive domains: variation fosters learning. Poletiek & van Schijndel

(2009) investigated how much input learners need to learn structures generated by

a finite-state grammar. They systematically compare the effect of numerosity and

heterogeneity. Interestingly, their results suggest that learners solely benefit from

more heterogeneous input. A similar conclusion is reached by Schiff et al. (2021) who

addressed a related question in their study. Akin to Poletiek & van Schijndel (2009),

the mere increase in the number of training items did not result in better learning. Only

once the variability between the examples surpassed a certain point, learners could

benefit from the variation.

Another piece of evidence for a connection between variability and learning in the

syntactic domain can be found in Gómez (2002) and Gómez & Maye (2005). Both

studies investigated the acquisition of non-adjacent dependencies by adults and infants.

Non-adjacent dependencies are structures with two dependents that are separated by

intervening material. Those dependencies may take the form of ‘aXc’ where ‘a’ elements

need to be followed by elements from the ‘c’ category; the elements separating the

two dependents are represented by ‘X’. Structures of this kind are a common feature of

natural languages. The examples in (77) illustrate this for English. Both, the agreement

between the subject and the verb in (77a) and the auxiliary+ -ing construction in (77b)

can be considered non-adjacent dependencies (Gómez 2002: 431, Gómez & Maye 2005:

184).

(77) a. The mouse despises all types of soft cheese.

b. The mouse is stealing a large loaf of cheese.

Gómez (2002) and Gómez & Maye (2005) exposed both infants from different age groups

and adults to non-adjacent dependencies of the type ‘aXc’ in an artificial language

88It is also worth noting that talker variability does not automatically entail a beneficial effect on learning
as Atkinson, Kirby & Smith (2015) failed to find an effect of speaker input variability.
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learning study (cf. §1.6). While the set size of ‘a’ and ‘c’ elements was kept constant,

the set size of ‘X’ was manipulated between conditions. The amount of training items

remained constant across conditions, meaning that the effect of heterogeneity was

effectively assessed. Interestingly, only adults and infants (17 and 18 months old) in

the condition with the highest variability in ‘X’ were able to learn the dependency

between ‘a’ and ‘c’ (Gómez 2002, Gómez & Maye 2005).89 Based on these findings,

Gómez (2002: 435) suggests that higher variability helped participants to identify the

relevant dependency relation by shifting the attention from uninformative adjacent

dependencies (‘aX’ or ‘Xc’) to informative non-adjacent dependencies (‘a’ & ‘c’). Gómez

& Maye (2005: 201) propose an alternative interpretation invoking memory constraints.

Learners can keep track of the frequencies of a small number of individual elements. In

contexts with many intervening ‘X’ elements however, only ‘a’ and ‘c’ can be tracked

causing learners to recognise the dependency relation.

The hitherto discussed studies demonstrate that variability benefits learning, but

it has been left open why variability is beneficial in the first place. Raviv, Lupyan

& Green (2022) argue that generally three mutually non-exclusive explanations can

be adduced for the fostering effect of variability. First, learners can identify which

features are relevant and which irrelevant for the task at hand. Hence, when learners

encounter low variability (e.g. due to a non-representative sample) during training, they

may not be able to generalise appropriately (Raviv, Lupyan & Green 2022: 473). This

explanation is also used by Gómez (2002) to explain their experimental findings. The

variability of the intervening elements helps learners to focus on the relevant aspect, the

non-adjacent dependencies. Second, variability helps learners to generalise because the

variability provides a broader coverage of the task or phenomenon. Learners generally

fare better at interpolating than extrapolating indicated by a lower error rate and faster

performance (Raviv, Lupyan & Green 2022: 475). The third and final benefit is the

faster retrieval from memory (Raviv, Lupyan & Green 2022: 475).

Against the backdrop of previous work providing evidence for the benefits of vari-

ability during learning, the question arises what implications (if any) these findings

have for the loss of V2. Languages that were in the process of losing their V2 grammar

show a shift in the composition of the clause-initial position. As extensively discussed

above, the proportion of subject-initial sentences increased, whilst the proportion of

non-subjects showed the opposite trend. That is, the composition became less heterogen-

eous; the variability declined as subjects accounted for the vast majority of clause-initial

constituents. If variability fosters learning, the lower variability should result in worse

learning and eventual loss of V2. This can be formulated as the following hypothesis:

(78) Hypothesis
Low variability in the clause-initial constituent will lead to the loss of V2.

89Gómez & Maye (2005) also tested infants younger than 17 months old. While some of the 15-month-
olds showed signs of learning, 12-month-olds did not — despite slight changes to the size of ‘X’ to
accommodate their younger age. Surprisingly, adults with language-based learning disabilities also
failed to acquire the non-adjacent dependency (Grunow et al. 2006) even though higher variability
can indeed foster learning in this group, albeit of adjacent dependencies (von Koss Torkildsen et al.
2013).
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This hypothesis receives independent support from speakers of heritage V2 languages.

Westergaard, Lohndal & Lundquist (2023) investigated spontaneous productions of

50 speakers of Norwegian heritage language. Crucially, speakers who produced a

significantly higher proportion of non-subject-initial V2 sentences displayed fewer V2

violations overall.90 Such a correlation is expected if less variability impedes learning

of the V2 grammar.

If the hypothesis is borne out, it is possible to explain how V2 was lost due the lack

of variability. Crucially however, the hypothesis does not provide an explanation for

why variability is beneficial in the first place. Of the three factors highlighted by Raviv,

Lupyan & Green (2022), the first and the second factor (i.e. identification of relevant

features and better generalisation) are arguably the most relevant ones. Learners faced

with the task of acquiring a V2 grammar need to form representations where the

clause-initial position does not exhibit a fixed association with a particular category.

That is, learners need to abstract away from the associations between grammatical

functions and the clause-initial position they encounter in the input. A high proportion

of subject-initial sentences will impede the necessary generalisations. The hypothesis in

(78) can therefore be revised as (79) to reflect this aspect:

(79) Hypothesis (revised)
Low variability in the clause-initial constituent will lead to the loss of V2,

because learners are unable to form generalisations about the flexibility of the

clause-initial position. Learners will instead stipulate a fixed association of the

clause-initial position with a grammatical property.

The hypothesis remains vague with respect to the exact nature of the evidence. So far,

it has only become clear that non-subjects need be involved somehow. The following

subsection will elaborate on the nature of the relevant category in more detail.

1.5.2 The evidence for the acquisition of V2
In earlier work, attempts have been made to establish a universal trigger for V2. This

has been influenced by the notion of parameters which have to be set by children during

acquisition. According to Fodor (1998), learners need to be exposed to unambiguous

structures in their input in order to set a parameter correctly. Sitaridou (2011: 164,

2012: 585), for instance, proposes that XP-V-Spron structures (i.e. subject-verb inversion

with pronominal subjects) are the sole trigger for V2, as subject-verb inversion with

nominal subjects occurs in non-V2 grammars as well, such as Greek (80a) (cf. also Kaiser

2002: 112). Crucially however, the corresponding structures with pronominal subjects

are ungrammatical, as the example in (80b) evidences.91 An alternative proposal for an

universal V2 trigger is made by Fodor (1998: 25). Independent from underlying word

90Additional (albeit indirect) evidence is provided by Larsson & Kinn (2022) for another heritage
language. In American Swedish heritage language, the proportion of non-subject-initial V2 sentences
decreased, while non-V2 and SV structures increased in frequency compared to homeland Swedish.
This can be explained if variability in clause-initial position is beneficial for learning.

91But not in some Romance non-V2 languages, as the example in (81) highlights (cf. Varga 2017).
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order properties (i.e. relative order of subject and verb as well as object and verb), a

non-subject in clause-initial position followed by an auxiliary will trigger V2. However,

as pointed out by Kaiser (2002: 113), such word orders also exist in non-V2 languages

such as Portuguese, illustrated in (81).

(80) a. Xthes

yesterday

ipevale
present-3sg.pst

i Maria

Mary

tin

the

paretisi

resignation

tis.

her

greek

‘Maria handed in her resignation yesterday.’

b. ?*Xthes

yesterday

ipevale
submit-3sg.pst

afti

she

tin

the

paretisi

resignation

tis.

her
‘Maria handed in her resignation yesterday.’

(Sitaridou 2012: 583, 585)

(81) Talves

maybe

tenha
has

ela

she

lido

read

o

the

livro.

book

european portuguese

‘Maybe she read the book.’

(Kaiser 2002: 113)

The inability to identify a universal structure serving as evidence for a V2 grammar

casts doubt on the existence of such a structure. This matches the position Yang (2002:

35) and Clark & Roberts (1993: 319) advocate for: Grammars in general cannot be

unambiguously identified by learners based on a specific structure. Instead, the evidence

should be on a smaller scale (i.e. substructures) in addition to being language- and

context-specific, as suggested by Westergaard (2009b). This is poignantly illustrated

by the diachrony of English: While English has lost the V2 property in declaratives,

wh-interrogatives still require a V2 word order (cf. §1.3.1). This effectively means that

various aspects need to conspire to ‘birth’ a V2 grammar in speakers during acquisition.

Confining the evidence to the clause-initial position fulfils this need. It is only with

the interaction of verbs placed in the second position that the variability in the clause-

initial position can affect the learning of a V2 grammar. When considered from this

perspective, the postverbal word order and the nature of specific elements following

the verb (e.g. pronominal subjects vs. nominal subjects) are not relevant for the V2

phenomena itself, though of course, they may be relevant for the acquisition of other

aspects of the grammar.

What then is the relevant variability in the clause-initial position? It is, in principle,

conceivable that learners display sensitivity to two different kinds of evidence. Learners

may either be sensitive to grammatical functions (e.g. subject, direct object) or to

grammatical categories (e.g. NP/DP, PP, AdvP, CP).92 While Yang (2000, 2002) argues

for the former option, Lightfoot (1999, 2006) assumes the latter. There is no inherent

reason to prefer one over the other. Grammatical rules can be sensitive to grammatical

functions — such as the commonly assumed movement of English subjects to the

inflectional domain (i.e. IP/TP) — or grammatical (sub)categories. Object shift in the

Mainland Scandinavian language can be considered evidence for the latter, as the

movement is restricted to pronominal objects, cf. (82).

92However it should not be ruled out prematurely that learners are sensitive to both simultaneously.
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(82) a. *Peter

Peter

læste
read

bøgerne

books-the

uden

without

tvil

doubt

aldrig.

never

danish

‘Peter has, without doubt, never read books.’

b. Peter

Peter

læste
read

dem

them

uden

without

tvil

doub

aldrig.

never
‘Peter has, without doubt, never read them.’

(Vikner 2006: 393)

I will stipulate — as a starting hypothesis — that grammatical functions constitute

the relevant evidence. This is solely motivated by the fact that grammars are usually

formulated in terms of grammatical functions (e.g SVO, SOV). In the context of the

hypothesis in (79) then, this assumption entails that a low variability of grammatical

functions in initial position should lead to the loss of V2. It should be pointed out that

variability in this context is finite. The highest variability is reached when different

grammatical functions are attested with the same frequency in clause-initial position

— in other words a uniform distribution. The lowest variability in turn occurs when

a single type of grammatical function accounts for all instances. It is important to

re-emphasise that the focus on grammatical functions as relevant domain of variability

is only supported by circumstantial evidence. As shown above, grammatical rules can

be sensitive to grammatical categories as well. That is, none of the two alternatives

should be inherently favoured from a theoretical perspective. In fact, as I will discuss

in later chapters, the findings of this thesis do provide evidence that learners can be

sensitive to variability in grammatical functions and grammatical categories: Chapter

3 suggests that grammatical categories constitute the relevant domain of variability,

Chapter 4 points to the conclusion that learners can be sensitive to either grammatical

categories or grammatical functions.

Even though the variability in the clause-initial constituent has been identified as the

critical evidence for a V2 grammar, it does not mean this is the only type of evidence

learners have at their disposal. Adams (1987b: 87) argues that the alternation between

V2 and V-final order in German and Dutch functions as additional evidence for learners.

Similar claims have also been made elsewhere in the literature (e.g. Roberts 1993:

157, Vance 1997, Willis 1998: 183). This explanation seems intuitive from a learning

perspective. Different verb positions at opposite clause edges must be more salient

to learners than alternations between SVO and V2 sentences where no or only little

differences can be observed.93 The alternation thus highlights the derived character of

V2. Whether this renders learners less susceptible to the variability in the clause-initial

position must be addressed in future work.

A further type of evidence that resembles the word order alternation can be found in

V2 sentences. Particle verbs such as abschneiden ‘cut off’ are split in V2 clauses: The

verb moves to the second position while the particle has to remain in the position

93Sentence adverbs and negators can in principle help to disambiguate SVO and V2 clauses (Waldmann
2008, Westergaard 2009b). This, however, is context-dependent and of course not all clauses comprise
either a negator or an adverb. In Norwegian for instance, subject-initial declaratives that contain
either an adverb or a negator account for 6.2% of all V2 evidence (Westergaard 2009b: 67).
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where verbs are basegenerated (83a). That this is in fact the base position can be seen

in the embedded clause in (83c). If the particle is pied-piped to the second position,

the sentence becomes ungrammatical (83b). Akin to the alternation between V2 and

V-final, the stranded particle could highlight the derived nature of the V2 word order.

(83) a. Der

the

Käser

cheesemaker

schneidet1
cuts

etwas

some

Käse

cheese

für

for

die

the

Maus

mouse

ab
off

t1. german

‘The cheesemaker cuts off some cheese for the mouse.’

b. *Der Käser abschneidet1 etwas Käse für die Maus t1.
c. …dass

…that

der

the

Käser

cheesemaker

etwas

some

Käse

cheese

für

for

die

the

Maus

mouse

abschneidet.
cut off

‘that the cheesemaker cuts off some cheese for the mouse.’

Although likely contributing to the acquisition of a V2 grammar, the impact of any

additional evidence will not be further examined in this thesis.94 First and foremost,

the focus here lies on the role of variability in the clause-initial constituent in the loss

of V2. Hence, the inclusion of additional types of evidence for V2 could confound the

results. Moreover, the alternation between V2 and V-final clauses does not constitute a

feature of all V2 languages. Among the Germanic languages, the verb alternation can

only be found in Dutch, Frisian and German. That is, this type of evidence would not

contribute to the development of an explanation for the loss of V2 across languages.95

Nevertheless, future work should investigate how these additional types of evidence

contribute to the acquisition of V2.

Investigating the effect of variability of different grammatical functions in the clause-

initial position is non-trivial. To test the hypothesis derived in this chapter experiment-

ally, the input of child and adult learners would need to be manipulated. However, such

an approach would most likely necessitate an unethical study design: Full control over

the input frequencies can only be obtained when participants are kept isolated from

other speakers for a prolonged period, especially in the context of L1 acquisition. Such

a design must therefore be discarded and an alternative has to be sought. Recall that

both Gómez (2002) and Gómez & Maye (2005) — amongst others — have relied on an

artificial language learning paradigm for their experiments. That is, they have created

a language suitable to their needs that was then taught to participants. Given that

the shared relevance of variability in both Gómez (2002) and this thesis, an artificial

language learning study appears to be a fruitful alternative to unethical designs. Besides,

artificial language learning has been increasingly used to explore how features of indi-

vidual learners and the input interact. What is more, this experimental paradigm has

been successfully used both with adults and with children. That is, experimenters can

use the same methodology for testing two different participant groups. In the present

thesis then, both adults and children could be tested. However, given that adults are

easier to recruit and test than children — for instance due to the availability of online

94This also applies to evidence against V2. V>2 orders likely have a negative effect on the acquisition of
a V2 grammar.

95There are also practical arguments against the inclusion, as the discussion in §2.2 will show.

57



Chapter 1 V2, its loss and the role of variability

crowdsourcing platforms like Amazon Mechanical Turk or Prolific — testing adults

would offer certain practical advantages. This should not affect the interpretability of

the results since the results of experiments with adults and children have been shown

to converge: In the aforementioned studies of Gómez (2002) and Gómez & Maye (2005)

for instance, both adults and children are susceptible to the variability in the input. A

further example for converging results of adults and children has been found for the

word order in noun phrases (Culbertson, Smolensky & Legendre 2012, Culbertson &

Newport 2015).96 In the next section, I will therefore illuminate the artificial language

learning paradigm more closely.

1.6 Artificial language learning: A (new) methodology
Variability in the input plays a crucial role during language acquisition, as the previous

section has shown. Based on the observation that the variability of clause-initial con-

stituents decreased in languages that were in the process of losing V2, I hypothesised

that this decline is ultimately responsible for the loss of V2. Evidence for the role of

variability during learning (in the linguistic domain) has been provided by artificial

language learning studies. This methodology therefore lends itself to testing my own

hypothesis experimentally. In particular, it allows me to manipulate the distribution of

clause-initial constituents in the input learners receive and subsequently observe the

effects of the manipulation on learning. In what follows, I will provide a brief overview

of the methodology used in this thesis.

Artificial language learning (ALL) is an experimental paradigm in which participants

are asked to learn a miniature novel linguistic system of varying complexity (Folia

et al. 2010, Culbertson 2012, 2017, 2023, Ettlinger et al. 2016). Participants’ acquired

knowledge is subsequently measured using a wide variety of tests. Most ALL studies

elicit behavioural data, though a range of studies has also collected physiological

responses (Friederici, Steinhauer & Pfeifer 2002, Friederici et al. 2006, Morgan-Short

et al. 2012). Adults and children form the typical participant groups (Gómez & Gerken

2000, Culbertson & Schuler 2019), but species other than humans are studied as well,

including monkeys, apes and songbirds (Fitch & Hauser 2004, Gentner et al. 2006,

Claidière et al. 2018, Watson et al. 2020). The ALL paradigm allows researchers to

create a controlled environment to measure the effects that arise when a language

is being learnt (Culbertson 2023): While natural languages form an intricate system

of interrelated properties that could act as confounds, ALL enables the matching of

relevant properties such that only the variables of interest are manipulated. Furthermore,

experimenters can control the amount of input participants receive during training. An

additional advantage pointed out by Culbertson (2023) is the option to test linguistic

patterns that are either rare or completely unattested in the languages of the world.

ALL has been in use since Esper (1925) with designs similar to modern ones starting

to emerge in the 1960s (Braine 1963, 1966, Reber 1967). In linguistics however, it was

96Note that this does not entail that the results of adults and children will always converge. Adults and
children can still display diverging behaviours in experiments (Culbertson & Newport 2017, Tal &
Arnon 2022).
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only in the last two decades that the interest in ALL as a methodology has significantly

increased. A broad range of questions have been addressed with the help of ALL,

such as the role of cognitive constraints on learning and their impact on typological

universals (Culbertson 2012, 2017, 2023), L2 acquisition (Rebuschat & Williams 2012,

Ettlinger et al. 2016) and more recently L3 acquisition (Jensen & Westergaard 2023,

Mitrofanova, Leivada &Westergaard 2023). Irrespective of the specific research question,

existing work encompasses all domains of linguistics, ranging from phonology (Moreton

2008, White 2014, Yin & White 2018, Prickett 2019), morphology (Liter, Heffner &

Schmitt 2017, Saldana et al. 2021, Saldana, Herce & Bickel 2022), syntax (Culbertson

& Adger 2014, Culbertson & Newport 2017, Tabullo et al. 2012, Franck, Rotondi

& Frauenfelder 2016) to semantics (Silvey, Kirby & Smith 2015, Saratsli, Bartell &

Papafragou 2020, Maldonado & Culbertson 2022) and pragmatics (Saratsli & Papafragou

2023). Given the widespread use of ALL, it is indispensable to show that ALL and natural

language learning involve the same cognitive processes. After all, artificial languages

are acutely simplified compared to natural languages (Culbertson 2023) and might thus

be represented differently in the minds of participants. Two arguments can be adduced

in favour of the parity of artificial and natural languages. First, the results of ALL studies

align with typological patterns attested in natural languages (Culbertson 2012, 2017,

2023, Culbertson & Schuler 2019). That is, the preferences shown by participants are

identical to those observed in natural languages. The second argument concerns the

way languages are learnt. Ettlinger et al. (2016) show that artificial languages are learnt

similarly to natural languages (cf. Folia et al. 2010). The performance of learners in

a L2 correlated with the their performance when learning in an artificial language.

Relatedly, constructed languages elicit responses in areas of the brain that are also

activated for natural languages (Malik-Moraleda et al. 2023). Hence, any concerns with

regards to the validity of ALL can be dismissed.

When it comes to the design of artificial languages, two factors need to be taken

into consideration independent of individual research questions. A crucial aspect of

every language is the semantic space. On the one hand, referents and actions might

already exist (e.g. house, kiss) such that participants do not require any familiarisation

with the concepts. On the other hand, referents and actions might be unfamiliar for

participants (Kirby, Cornish & Smith 2008, Culbertson, Smolensky & Legendre 2012,

Culbertson et al. 2020), which is useful for avoiding any influence from participants’ L1

(see below). This is typically accomplished with the use of novel objects (e.g. from Horst

& Hout 2016) and atypical movement paths (e.g. up-right-down-right-down). A third

alternative is an empty semantic space. This kind of semantic space is predominantly

used in connection with statistical learning tasks where participants typically listen to

recordings of concatenated syllables (Saffran, Aslin & Newport 1996, Aslin, Saffran &

Newport 1998, Wonnacott, Brown & Nation 2017).

The second factor is related to the semantic space, namely the lexicon. In principle,

three options are available: lexical items taken from natural languages, semi-artificial

lexical items and fully-artificial lexical items. The first option, i.e. natural language

lexical items, relies on lexical items from participants’ native language (e.g. duck, kick).

The elements rendering the language artificial are provided by either an alien syntax
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or morphology (Smith & Wonnacott 2010, Rebuschat & Williams 2012, Culbertson &

Adger 2014, Martin et al. 2019). Semi-artificial lexical items stand in an onomatopoetic

(or iconic) relationship with a natural language, such as kwako ‘duck’ in Atkinson,

Smith & Kirby (2018). Alternatively, the words of the artificial language show close

resemblance with a word from a natural language (e.g. kit ‘cat’).97 Fully-artificial lexical

items form the final category of lexical items. This type is characterised by the complete

absence of any similarity to natural languages participants are familiar with (Tabullo

et al. 2012, Getz 2018). The word duck might thus represented as stapi. The choice

of lexical item type is guided by the research question. If the focus lies on higher

level orders or patterns, natural or semi-artificial lexical items offer two advantages.

First, they allow participants to focus on the more complex orders in the input without

being preoccupied with lexical learning. Second, participants can be exposed to more

variability in the training patterns. This decreases the chance of confounding effects

due to specific lexical items. On the other hand, variability might be one of the factors

that need to be controlled in the experiment (cf. §1.5). Crucially, experiments using

natural language lexical items and fully-artificial lexical items show converging results

(Culbertson & Adger 2014, Martin et al. 2020).

Despite the significant advantages that accompany ALL, experimenters need to ap-

proach this methodology with caution nonetheless. First and foremost, learners (both

adults and children) cannot be construed as tabula rasa — prior linguistic knowledge

does affect learners’ performance during a learning task (Siegelman et al. 2018, cf. also

Hamrick & Sachs 2018). Importantly, transfer effects are not confined to a particular

linguistic domain but have been noted for phonotactics (Finn & Hudson Kam 2008), syl-

lables (Elazar et al. 2022), the lexicon (Tang & Baer-Henney 2023) as well as underlying

word order (Onnis & Thiessen 2013).98 However, the dissociation of previously acquired

languages and the artificial language can be achieved through careful design choices.

On the one hand, one might test a group of participants whose previously acquired

languages do not exhibit the feature of interest. When investigating V2, this option

offers itself as the preferred option. In particular English speakers constitute a group of

speakers that is relatively easy to access without exhibiting a V2 grammar. Alternatively,

different populations could be tested and subsequently compared. Two general options

are available here: Either, multiple populations who share certain features are tested

97Note that artificial languages combing lexical items from natural languages with alien elements such
as a word order deviating from the source language are also referred to as semi-artificial languages.
This applies to the languages used in Chapter 2 and Chapter 3.

98Although this may pose challenges for experimenters in terms of the experimental design, the effect of
prior linguistic knowledge can be considered as further evidence for the suitability of ALL to study
questions in relation to language. If ALL and natural language learning did not fundamentally rely
on the same cognitive processes, transfer would likely not occur. This is further underscored by the
existence of transfer effects in natural L2 and L3/Ln acquisition (Westergaard 2021b). Such parallels
between the acquisition of natural and artificial languages are not expected to occur if the underlying
processes are not identical. This can be taken as evidence for the ecological validity of ALL.
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(Culbertson et al. 2020), or populations with opposing features are compared (Martin

et al. 2019, cf. Culbertson & Adger 2014).99

A potentially problematic aspect with regards to the goals of this thesis can be

seen in the range of phenomena that have been investigated using ALL. Focusing on

morphological and syntactic phenomena, most studies are concerned with ‘smaller’

linguistic structures; in other words, phenomena that do not include the whole domain

but only subparts of it. With regards to morphology, this includes the preference for

suffixes versus prefixes (Hupp, Sloutsky & Culicover 2009, Martin & Culbertson 2020),

person-number agreement (Saldana, Herce & Bickel 2022) and the order of different

morphemes (Saldana, Oseki & Culbertson 2021). As for syntactic phenomena, much

work has centred around the ordering of modifiers in the noun phrase (e.g Culbertson,

Smolensky & Legendre 2012, Culbertson & Newport 2015, 2017, Martin et al. 2020,

Saldana et al. 2021) and basic word order (Goldin-Meadow et al. 2008, Schouwstra &

de Swart 2014, Tily, Frank & Jaeger 2011, Tabullo et al. 2012, Fedzechkina, Jaeger

& Newport 2012, Fedzechkina & Jaeger 2020, Kirton et al. 2021). Given that V2 is a

complex word order derived through application of various processes (cf. §1.2.3), the

question arises whether ALL is in fact suitable for studying questions related to V2. I

am, however, confident that the answer is yes, for two reasons. First, several studies

have demonstrated that simple sentences involving subjects, objects and verbs can

be learnt in an ALL experiment (Tabullo et al. 2012, Fedzechkina, Jaeger & Newport

2012, Fedzechkina, Newport & Jaeger 2017, Roberts & Fedzechkina 2018, Fedzechkina

& Jaeger 2020, Tal & Arnon 2022, Tal et al. 2022).100 That is, at least simple clause

structures can be learnt in a relatively short time period. Second, a small number

of ALL studies have used a V2 language even though V2 did not form the object of

study itself (Rebuschat 2008, Rebuschat & Williams 2012, Getz 2018, Gao & Ma 2021).

Crucially, participants in those experiments were able to learn the input structures.

Notwithstanding this finding, issues remain with the experimental design and the way

learning was measured in these V2 experiments. I will therefore develop an experimental

paradigm in Chapter 2, informed by previous studies, that will allow me to test the

hypothesis developed in §1.5.

1.7 Summary
This chapter introduced the verb second (V2) phenomenon which is characterised by

the obligatory placement of the finite verb in the second position of the clause and

the virtual absence of any constraints on the single constituent preceding the verb.

99Depending on the research question, a change of the modality might also constitute a viable option.
Silent gesture has been increasingly used as alternative for language in the spoken and written
modality (Goldin-Meadow et al. 2008, Schouwstra & de Swart 2014, Motamedi et al. 2019, Kirton
et al. 2021). In this paradigm, non-signing participants are asked to express events solely using their
hands forming gestures. As pointed out by Culbertson (2023) however, the relation between linguistic
structure and silent gesture is opaque — at least for the time being.

100This list does not include studies where participants were taught more complex strings void of meaning
or at least semantically very impoverished (Morgan, Meier & Newport 1987, 1989, Reeder, Newport
& Aslin 2013, 2017).
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V2 is commonly analysed as derived phenomenon. That is, the position of the clause-

initial constituent and the finite verb are taken to be the result of movement to the left

periphery of the clause. V2 is typologically exceptionally rare and mostly confined to the

Germanic languages (with the exception of English). Most of the Romance languages

in addition to English and Welsh used to be V2 languages but have subsequently

lost their V2 property. Earlier stages of the languages which lost their V2 grammar

exhibited many parallels with earlier stages of Germanic V2 languages: generalised

V-to-C movement and variability in XP-movement to the left periphery. Whilst the

Germanic languages have established a more rigid V2 system, the Romance languages,

English and Welsh underwent change into the opposite direction. This then poses

the question why diverging developments occurred. After reviewing at least some

explanations for the loss of V2 in individual languages, the drivers for the loss of V2

appear to be language-specific. However, it is also evident that the various accounts

share important insights: First, learning is purportedly playing a role; second, the

diachronic developments show an increase in subject-initial sentences. This forms the

starting point of the present thesis: The goal is to develop an account that provides

an explanation for the loss of V2 across languages, building on a connection between

learning and an increased frequency of subject-initial sentences. For this purpose, three

models connecting language change with learning were examined. All three theories

emphasise the importance of the evidence in the input. This was then examined from

a cognitive context in terms of variability. Various studies have found converging

evidence for the beneficial effect of variability for learning, including language learning.

These findings served as foundation for the hypothesis that will be tested in this thesis.

The loss of V2 is hypothesised to be conditioned on the variability in the clause-initial

position. Less variability should inhibit participants’ ability to generalise the lack of

constraints on elements in the clause-initial position which then leads to the loss of

V2. Grammatical functions were stipulated to be the relevant domain of variability

(although this assumption requires revisions in later chapters). I also introduced the

methodology that will be used in the present thesis, namely artificial language learning.

This thesis is structured as follows: Chapter 2 reviews existing ALL studies that have

used artificial V2 languages. Based on a critical discussion of their design, a new design

is developed and put to test in two experiments using a semi-artificial language. A key

insight of the experiments is the combination of reading and production trials during

training. Moreover, Prolific users are identified as target sample. This design is then

used in Chapter 3 to investigate the hypothesis derived in the present chapter. Three

different languages are compared, namely a maximally variable language (i.e. uniformly

distributed clause-initial constituents) and two languages with a similar degree of

variability but different dominating constituent types (i.e. objects and adjuncts). The

results show that a language where adjuncts dominate the clause-initial position is

learnt best, followed by the uniform language. Moreover, the results of a large-scale

corpus study on the distribution of clause-initial constituents in German are reported.

Although subjects account for the majority of all clause-initial elements, adjuncts occur

with considerable frequency in clause-initial position. The corpus results suggest that a

significant proportion of clause-initial adjuncts facilitate the acquisition of a V2 grammar.
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In order to differentiate between two possible explanations for the experimental results

of Chapter 3 — confounding influence of participants’ L1 and a genuine learning

advantage — the results of two further experiments are discussed in Chapter 4. Instead

of using a semi-artificial language, a fully-artificial and a visual artificial language that

expresses words with icons, are used. While no learning was found for the fully-artificial

language, the results of Chapter 3 could partially be replicated with the visual artificial

language. The uniform language and the adjunct-dominant language were learnt better

than the language where objects dominate the initial position. Crucially, no difference

between the uniform language and the adjunct-dominant language could be observed.

This finding is interpreted as evidence for the interference from participants’ L1 in the

experiment with the semi-artificial language. At the same time, the results also suggest

that learners can be sensitive to variability in grammatical functions and grammatical

categories. A high proportion of clause-initial adjuncts will always increase both types

of variability thereby conferring a learning advantage on learners. Finally in Chapter

5, the findings of this thesis are discussed with respect to different aspects, including

methodology, future work and the connection to the loss of V2 and language change

more generally.

63





CHAPTER 2

STUDYING V2 PHENOMENA WITH
ARTIFICIAL LANGUAGE LEARNING
EXPERIMENTS

2.1 Introduction

In the previous chapter, I reviewed the existing literature on the diachrony of V2.

Two main developments were identified: While languages like German and Dutch

have been characterised by a continuous V2 grammar throughout their history, other

languages have lost their V2 grammar shown at an earlier stage. Examples for the

latter type include most Romance languages but also English. The question that then

emerges is why some languages have retained their V2 grammar, whereas others lost

it. According to the reviewed literature, the reasons for the change are manifold and

language-specific. The developments, however, do share similarities. Subject-initial

clauses become the clear majority pattern — at the cost of non-subject-initial clauses

which decrease significantly in frequency. These shifting distributions have been used

by three learning models (Yang 2002, Lightfoot 1999, Westergaard 2009b) to provide

a more uniform explanation for the loss of V2. These models underscore the role of

learning, specifically in interaction with the input. Even though the specifics of the

models vary, they share the insight that fewer non-subject-initial clauses in the input

render a V2 grammar susceptible to change.

At first sight, such a conclusion seems to be in conflict with the findings of Westergaard

(2009b) that children generally reproduce low frequency patterns found in the input in a

target-like way from early on. If children can acquire structures that occur with minimal

frequency in the input, they should not struggle with identifying that the language in

their input is a V2 language — even if non-subject-initial sentences (i.e. the evidence

for V2) are scarcely attested. The diachronic developments in e.g. English and French

evidently show however that this is not the case. This prompts the question why low

frequency phenomena become susceptible to change as argued by the models? Work in

human cognition has a potential answer. Both in linguistic and non-linguistic domains,

studies have unearthed evidence that variability in the input fosters learning (Raviv,

Lupyan & Green 2022). This advantage is attributed to a better identification of the

features that are relevant for the learning task (as opposed to those that are irrelevant),
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better generalisation due to a broader coverage of the learning task and faster retrieval

from memory. Applying this idea to V2, I hypothesised that a higher proportion of

non-subject-initial sentences should be beneficial for learning and consequently for the

retention of a V2 grammar in a population. Encountering a high number of different

types of clause-initial constituents should lead participants to the analysis that no fixed

association of the clause-initial position with a particular constituent type (e.g. subjects

or NPs, as I will later discuss) exists. Low variability of clause-initial constituent types

on the other hand should cause participants to favour such a fixed association. The

main goal of this thesis is therefore to investigate this hypothesis.

Testing this hypothesis experimentally is non-trivial as the input of learners of natural

V2 languages cannot (realistically) be manipulated.1 Fortunately, artificial language

learning (ALL) offers a suitable alternative for addressing this question experimentally.

Extensive previous work has demonstrated the suitability of ALL for the study of ques-

tions related to learning (e.g. Culbertson & Schuler 2019, Culbertson 2023). However,

the primary focus of previous work has lain on phenomena that are less intricate than

V2, such as the order inside DPs or basic word order. As a result, it is indispensable

to establish first that V2 can actually be learnt in a short ALL experiment before the

actual hypothesis can be put to test. A fundamental prerequisite must be that adults

can learn an artificial V2 grammar sufficiently. A small number of studies have already

used V2 in an ALL experiment. In this chapter, I will build on those studies to develop

an experimental design that is suitable for the question at hand.

The chapter is structured as follows. I will first summarise and discuss previous

artificial language learning experiments that have incorporated V2 in their design

(§2.2). I will then present two experiments (§2.3 & §2.4) before discussing their results

in §2.5. The main findings will be summarised in §2.6.

2.2 Previous artificial language learning studies with V2
In previous work, artificial language learning (ALL) has been established as a useful

experimental paradigm for questions pertaining to learning. This suggests that ALL

should also constitute a suitable methodology for the question investigated in the

present thesis. To date in syntax, ALL has been primarily employed to investigate

questions concerning morphosyntactic phenomena, basic word orders and word order

patterns in smaller domains such as DPs (Culbertson 2023). Questions directly relating

to V2 have not been addressed. There are, however, a series of studies which have

used artificial V2 languages to address questions unrelated to V2. Two different strands

can be distinguished. The first type are studies that used semi-artificial V2 languages.

1Needless to say, one could pursue non-experimental avenues. One possibility would be to investigate
in corpora whether the frequencies of different types of clause-initial constituents in child-directed
speech correlate with different developments in the acquisition of V2 by children. Alternatively, an
approach similar to Lundquist et al. (2020) and Westergaard, Lohndal & Lundquist (2023) could be
adopted who examine heritage V2 speakers heavily influenced by a non-V2 language such as English.
These options will not be further pursued in this thesis as the goal is an experimental investigation.
They must, therefore, be left open for further research.
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That is, in these experiments, lexical items from a natural language were combined

with a non-native V2 grammar. Studies of this type all build on Rebuschat (2008)

and are primarily concerned with the study of L2 acquisition. The second type of ALL

studies used a fully-artificial V2 language instead. Fewer studies have used this type

of language, mainly Getz (2018) who examined the acquisition of morphosyntactic

dependencies. In what follows, I will first provide an overview of both types (§2.2.1

and §2.2.2, respectively) before discussing how those previous designs can inform

experimental designs for the study of V2 (§2.2.3).

2.2.1 Studies with semi-artificial V2 languages
To study the acquisition of syntactic rules by L2-learners, Rebuschat (2008)2 developed

an experimental paradigm that was subsequently also being adopted by other scholars

(e.g. Tagarelli, Mota & Rebuschat 2015, Kim & Godfroid 2019). Specifically, the purpose

of this paradigm was to scrutinise the type of syntactic knowledge (i.e. implicit or

explicit) learners acquire whilst remaining unaware of the training situation (i.e. incid-

ental learning). In this paradigm, participants are exposed to a language that consists

of English vocabulary and a German word order.3 Participants are trained on three

different word order patterns: The first type (V2) is a monoclausal construction with

either a subject or temporal adjunct in clause-initial position (1a). The second type

(V2-VF) is a biclausal structure consisting of a main clause followed by a verb-final

subordinate clause (1b). The third type (VF-V1) is also biclausal.4 However, unlike the

second type, the subordinate clause precedes the main clause (1c).5

(1) a. In the evening ate Rose excellent dessert at a restaurant.

b. George repeated today [that the movers his furniture scratched].
c. [Since his teacher criticism voiced], put Chrismore effort into his homework.
(Rebuschat 2008: 82)

To prevent participants from becoming aware of the training situation, participants

were informed they had to judge the semantic plausibility of sentences. For this purpose,

half of the training materials were semantically plausible while the other half was

semantically implausible. Each sentence was presented aurally. Participants had to

repeat the sentence before providing their plausibility judgements. If participants judged

the plausibility of sentences incorrectly, the trial was repeated.

After completing the training, participants were informed that the word order of

the previously heard sentences followed specific rules. Participants were then asked

to judge the acceptability of various sentences. For each of the three sentence types,

2See also Rebuschat & Williams (2012).
3Importantly, none of the participants had any knowledge of German or any other V2 language.
4In sentences where the clause-initial position is occupied by a non-clausal constituent, subjects and
adjuncts account for 50% each. In training sentences with a clausal clause-initial constituent, adverbial
clauses are the only constituent type (Rebuschat 2008: Appendix).

5The first experiment of Rebuschat (2008) and Rebuschat & Williams (2012) used one further sentence
type. In addition to simple V2 clauses with synthetic verb forms, an additional V2 clause with an
analytic verb form was included. This training condition was dropped in later experiments.
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corresponding ungrammatical sentences were included with varying verb positions:

Grammatical V2 sentences (1a) were contrasted with ungrammatical verb first (V1),

verb third (V3), verb fourth (V4) and verb final (VF) sentences. The ungrammatical

equivalent of V2-VF sentences (1b) were V1 main clauses followed by embedded VF

clauses (i.e. V1-VF). VF-V1 sentences (1c) were compared to ungrammatical sentences

in which embedded VF clauses preceded V2 main clauses (i.e. VF-V2). Crucially, no

lexical items were reused except for some function words (Rebuschat 2008: 86). In

addition to acceptability ratings, participants also had to report the confidence in their

judgements as well as the basis for their judgements.

As mentioned at the outset, the design developed by Rebuschat (2008) has been

adopted and modified in further work. Tagarelli, Mota & Rebuschat (2015), Tagarelli et

al. (2016) and Ruiz, Tagarelli & Rebuschat (2018) included an intentional condition

(in addition to the aforementioned incidental condition). In this condition, participants

were informed at the start that the language they would encounter follows specific rules.

Participants were instructed to discover these rules as they would be tested afterwards.

Ruiz, Tagarelli & Rebuschat (2018) opted for a slightly different design by presenting

the rules to participants and requiring them to write down two examples for each rule.

The materials and other procedures remained otherwise unaltered with the exception

of Ruiz, Tagarelli & Rebuschat (2018) who included pseudowords for referents into

the training materials.6 The focus of previous work on English speakers prompted Gao

& Ma (2021) to replicate the study of Tagarelli et al. (2016) with Mandarin speakers.

Expect for a small number of changes to the experimental materials to accommodate for

participants’ diverging cultural background, translations of the original materials were

used. Gao & Ma (2021) also included a production test. Participants were provided

with ten different expressions which they could use to construct sentences from. The

only study that included a production task for English speakers is Ruiz, Tagarelli &

Rebuschat (2018). Unlike Gao & Ma (2021) however, no words were provided and

instead, participants saw pictures of the referents seen during training.

More significant changes to the experimental design were made by Kim & Godfroid

(2019) and Miller & Godfroid (2020). While participants were emotionally induced

in four different conditions (neutral, positive, negative, comparison) before

commencing the language learning task in Miller & Godfroid (2020), Kim & Godfroid

(2019) manipulated the manner of presentation of training and test items. In their first

experiment, Kim & Godfroid (2019) compared the learning outcomes of participants

who were exposed to the language in a rapid serial visual representation (RSVR) task (i.e.

sentences were presented in written form, word-by-word) to those who were exposed

aurally as in Rebuschat (2008). In a follow-up experiment, Kim & Godfroid (2019)

again compared learners in the aural condition to participants who were exposed to

the language in written form. This time, however, whole sentences were visible during

training. At test, testing items were presented using both presentation manners from

6In a further deviation from the original study of Rebuschat (2008), Tagarelli, Mota & Rebuschat (2015),
Tagarelli et al. (2016) and Ruiz, Tagarelli & Rebuschat (2018) also included memory tests. Note
that different memory testes were used across the three studies. The results of those tests will not be
further discussed since they bear no relevance to the question at hand.
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training. That is, in experiment 1, half of the testing items were presented aurally while

the other half was presented in RSVR mode. Similarly, in experiment 2, half of the

testing items were presented aurally while the other half was presented in written

form.7

The fact that multiple studies have utilised a similar experiment design enables

an interesting comparison between the different studies. Unfortunately, the level of

detail in the reported judgement data varies across these studies: While all studies

report accuracy rates for the whole experiment, only few discuss actual acceptability

rates. Accuracy rates reflect if participants have judged sentences correctly, that is if

grammatical sentences were categorised as grammatical and ungrammatical sentences

as ungrammatical. Acceptability rates on the other hand reflect whether participants

perceive a sentence as acceptable or grammatical. Table 2.1 summarises the reported

accuracy scores as well as acceptability rates for grammatical and ungrammatical

structures, if provided. All studies are united by generally low accuracy scores. Two

exceptions arise in that participants in the intentional conditions in Tagarelli, Mota

& Rebuschat (2015) and Tagarelli et al. (2016) exhibit somewhat higher accuracy

scores. The accuracy rates of all conditions are above chance with the notable exception

of the incidental group in Gao & Ma (2021). This is particular intriguing given the

different language background of participants. Furthermore, participants in incidental

conditions were overall less accurate in their judgements than participants in intentional

conditions.

Although accuracy scores are indicative of participants’ judgements, aggregating data

may obscure crucial information. This can clearly be seen when ratings for grammatical

and ungrammatical sentences are compared. Acceptability rates for the former are

significantly higher than those for the latter (Rebuschat 2008: 93, Tagarelli, Mota &

Rebuschat 2015: 234, Ruiz, Tagarelli & Rebuschat 2018: 5). This indicates that ratings of

grammatical sentences were driving the observed accuracy scores. It should be pointed

out, however, that the acceptability ratings are still aggregated. The only in-depth

analysis of different sentence types can be found in Rebuschat (2008), reproduced in

Table 2.2. The closer inspection of individual sentence types reveals that participants

excelled at identifying relevant verb positions. Acceptability rates for V2 sentences

were significantly higher than those for V1, V3 and V4 sentences (Rebuschat 2008: 94).

Interestingly, however, Rebuschat (2008: 94) found no statistical difference between

grammatical V2 sentences and ungrammatical V-final sentences. That is, participants

could not discriminate between the correct verb position in main and embedded clauses.

Problems with identifying the correct verb position became also visible in the ratings

for grammatical V2-VF and ungrammatical V1-VF which did not differ significantly

(Rebuschat 2008: 94). Again, participants could not distinguish between the correct and

incorrect verb placement. On the other hand, participants were surprisingly significantly

7Another study that has adopted the experiment design of Rebuschat (2008) can be found in Bell
(2017). Here, participants were asked to read two short stories and to complete two crossword puzzles.
However, Bell (2017) did not actually use a V2 language — all V2 sentences featured adjuncts in
clause-initial position. It is doubtful if this can be considered a genuine V2 language. The results will
thus not be further discussed.
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Author Condition Accuracy Accept.gram. Accept.ungram.

Reb(08) incidental 61.6 71 47

Tag(15)
incidental 58.9 71.7 54.0

intentional 71.2 75.9 33.4

Tag(16)
incidental 55.53 n/a n/a

intentional 67.33 n/a n/a

Rui(18)
incidental 56 60 chance

intentional 57 65 chance

K&G(19)

aural1 55.63 n/a n/a

written1 57.48 n/a n/a

aural2 56.53 n/a n/a

written2 58.20 n/a n/a

M&G(20)

comparison 52.54 n/a n/a

positive 54.94 n/a n/a

negative 54.45 n/a n/a

neutral 53.39 n/a n/a

G&M(21)
incidental 52.44 n/a n/a

instructed 63.84 n/a n/a

Table 2.1: Results of studies using a semi-artificial V2 language in percent, shown by

conditions. Authors are abbreviated as follows: Reb(08) = Rebuschat (2008),

Tag(15) = Tagarelli, Mota & Rebuschat (2015), Tag(16) = Tagarelli et al.

(2016), Tagarelli et al. (2016), Rui(18) = Ruiz, Tagarelli & Rebuschat (2018),

K&G(19) = Kim & Godfroid (2019), M&G(20) = Miller & Godfroid (2020),

G&M(21) = Gao & Ma (2021). All studies report accuracy scores indicating

the proportion of correctly identified sentences (i.e. either as grammatical

or ungrammatical). Across the board, accuracy scores are overall relatively

low. In addition to accuracy scores, three studies also reported acceptability

rates for grammatical and ungrammatical sentences. The aggregated accept-

ability rates show that participants were good at identifying grammatical

sentences but failed to reject ungrammatical sentences with the exception of

the intentional condition in Tagarelli, Mota & Rebuschat (2015).
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Language *V1 V2 *V3 *V4 *VF V2-VF *V1-VF VF-V1 *VF-V2

semi-artif. 38.6 73.4 22.9 51.4 78.6 71.4 58.6 66.9 34.3

fully-artif. 10.7 63.3 45.3 57.3 49.3 60.2 20.0 87.3 53.3

Table 2.2: Acceptability rates of individual sentence types of the semi-artificial and

artificial experiments in Rebuschat (2008) in percent. The star indicates

ungrammatical sentence types. Monoclausal V2 sentences were compared

to ungrammatical V1, V3, V4 and VF sentences, biclausal V2-VF and VF-

V1 were contrasted with V1-VF and VF-V2, respectively. Only rates of the

experimental conditions are reported here.

better at discriminating VF-V1 and VF-V2 sentences. Rebuschat (2008: 101) hypothesises

that this pattern is the result of the stipulation of a micro-rule by participants. According

to this micro-rule two verbs can appear sentence-medially. Taken together, the findings

of Rebuschat (2008) indicate that participants were in principle able to learn that verbs

are placed in second position but failed to learn the contingency of verb position and

clause type.

Before turning to the fully-artificial language design, the results of the production tasks

in Ruiz, Tagarelli & Rebuschat (2018) and Gao & Ma (2021) will be briefly discussed.

Akin to the judgement data, participants in the instructed conditions performed better

in both studies when it comes to the correct placement of the verb. This, however,

does not translate to a good performance. In Ruiz, Tagarelli & Rebuschat (2018),

26% of productions of the intentional condition and 44% of the productions of the

instructed condition follow the word order pattern of the language seen during training.

A similar picture arises for participants in Gao & Ma (2021: 368): Participants in the

incidental condition produced 14% correct sentences, while participants in the instructed

condition produced 55% correct sentences. Across both studies, the majority of all

correctly produced sentences are simple monoclausal V2 sentences. The production data

demonstrate that participants’ struggle with the position of the verb is not confined to

judgements but can be observed with productions as well. This constitutes an important

insight for the design, as will be discussed below (§2.2.3). I will now turn to studies

using a fully-artificial V2 language.

2.2.2 Studies with fully-artificial V2 languages
In the majority of all ALL experiments with V2, participants were taught a semi-artificial

language. There are, however, two studies that have used a fully-artificial design. One

of them can be found in Rebuschat (2008) (experiment 4). The design was identical to

the experiment of Rebuschat (2008) described in §2.2.1, the only difference being that

English vocabulary items were replaced with nonsense CV syllables. This change was

implemented to examine whether the use of English vocabulary affected the acquisition

of the verb position negatively. Six distinct categories of syllables were created. Each
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syllable category comprised two to three syllables sharing the same initial consonant

(e.g. fa, fi). Unlike the previous experiments with English vocabulary, no meaning

was given to the syllable sequences. Hence, the plausibility of sentences could not be

probed. After training, participants had to decide for 60 syllable sequences whether

they followed the patterns heard during the training. Although no novel syllables

were introduced, syllable sequences used for testing had not been previously heard

during training. The acceptability rates for grammatical (70.4%) and ungrammatical

sentences (39.3%) did not differ significantly between the semi-artificial and artificial

version of the experiment (Rebuschat 2008: 112). When individual sentence types were

considered, it became apparent that participants in the fully-artificial experiment still

struggled to learn the contingency of the verb position on the clause type especially in

simple V2 sentences (cf. Table 2.2).8 There was, however, some improvement over the

semi-artificial experiment, as the lower rates for VF-sentences and some ungrammatical

biclausal constructions suggest. Rebuschat (2008: 119) concludes that prior experience

with the language does not affect the learning outcome negatively.

The second study that has relied on a fully-artificial language can be found in Getz

(2018).9 The goal of this study was three-fold. First, Getz (2018) investigated whether

a complex pattern can be learnt when semantic and pragmatic information are parsi-

monious and the input very limited. Second, it was scrutinised whether this pattern is

learnable without “full knowledge of the language’s structure” (Getz 2018: 18). The

final objective was to determine how the salience of closed-class elements affect the

acquisition. The lexicon of the language was minimal: three nouns, two verbs, two ad-

verbs and one inflectional marker (kuh) were taught to participants. Akin to Rebuschat

(2008) and subsequent work, verbs could occupy two complementary positions in Getz

(2018). However, the structure was simplified in that the verbal position was contingent

on the presence or absence of the inflectional marker. If the verb bore the inflection

marker, the verb came in second position. On the other hand, if the verb was bare,

the verb occupied the clause-final position. In V-final clauses, the sentences followed

the pattern S(Adv)OV, whereas V2 sentences exhibited either SV(Adv)O, OVS(Adv) or

AdvVSO. During training, participants first listened to sentences before repeating them

afterwards. Simultaneously, a video was played to participants showing an animal pup-

pet performing an action (either hugging or head-butting) on another puppet.10 After

8Note that the notion of verb (and of any other category) must be conceived as idealisation in this design.
Given the absence of any meaning, participants could not have deduced that the category in the
second position represents verbs. Rather, participants would have learnt the distributional properties
of a particular semantically-undefined category of syllables. There are no inherent reasons why only
verbs should be able to occur in the second position. In fact, the existence of other second-position
phenomena supports such a view (Roberts 2012, Bošković 2020).

9See also Getz (2019).
10There were 38 individual sentences in the training set (26 V2 sentences & 12 V-final sentences).
According to Getz (2018: 21), 53% of all sentences were subject-initial. Assuming that this figure
includes V-final sentences which were exclusively subject-initial, eight of the V2 sentences were
subject-initial. Consequently, the remaining V2 sentences should comprise twelve object-initial and
six adjunct-initial sentences (Getz 2018: 21 fn.5). As for the distribution of V2 sentences only then,
30.77% of the sentences were subject-initial, 46.15% object-initial and 23.08% adjunct-initial.
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completing the training, participants were tested on their knowledge of the language

with a two-alternative forced choice (2AFC) task. For this purpose, two new puppets

were introduced, who each described the same video but used different word orders.

The described videos were identical to the ones participants saw during training.

Getz (2018) examined different aspects of the participants’ knowledge. As for the

placement of the verb, participants were overall accurate (63%). However, when differ-

ent sentence types were considered individually, it became clear that this effect was

driven by a high rejection rate of V1 sentences. Participants accepted a high amount

of V3 sentences, thus paralleling earlier findings of Rebuschat (2008).11 Note that this

test did not only test for V2 sentences but also for V-final sentences. Apart from verb

placement, Getz (2018) also tested participants’ command of inflectional patterns. Parti-

cipant performed well (75%) and no significant differences could be observed between

sentence types. Besides inflection, Getz (2018) also tested the acquisition of fronted

adverbs and objects. Akin to inflection, participants performed well (78%) and no clear

differences between fronted adverbs and objects arose. The last aspect examined by

Getz (2018) was participants’ knowledge of word orders within sentences. Interestingly,

participants performed at chance level when aggregated rates are examined. For indi-

vidual rules, a more complicated picture arose. On the one hand, participants identified

the correct position of postverbal objects and subjects reliably (approx. 70%, see fn.11).

On the other hand, the accuracy for the postverbal order of objects and adverbs was low

(approx. 30%). Accuracy scores for postverbal adverbs and subjects as well as preverbal

objects and adverbs in V-final sentences were at chance level. To summarise, V2 was in

principle learnt, yet participants somewhat struggled with the verb position and aspects

of the word order following the verb.

Getz (2018) run three more iterations of the experiment where the inflectional marker

kuh was either borne by the verb in final position, replaced by a phonologically heavy

marker or completely dropped. The most relevant difference to the first experiment was

that participants performed worse for the fronting rules. That is, participants were less

accurate in picking up the correct placement of the sentence-initial constituent in V2

sentences. Getz (2018) thus concludes that closed-class markers foster the acquisition

of fronting rules in V2 languages.12 In the next section, I will discuss the implications

of both the semi-artificial and fully-artificial language learning studies sketched here

for studying V2.

2.2.3 Implications for the experimental study of V2
Questions surrounding the loss of V2— and especially its hypothesised connection to the

distribution of clause-initial elements (be it of grammatical functions, as hypothesised in

Chapter 1, or of grammatical categories as later experiments will show) — have not been

investigated with artificial language learning experiments yet. As the two preceding

11Unfortunately, no exact numbers are provided but based on Figure 2.3 provided by Getz (2018: 31),
approximately 45% of all V3 sentences were accepted.

12It should be noted that the sample size in Getz’s (2018) study was rather small with only 8 participants
per experiment.
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sections demonstrate however, a series of ALL experiments have been conducted in

which participants were taught a V2 language. These studies can inform the development

of an experimental design that allows addressing research questions directly related to

V2. One of the central findings of previous work is the demonstration that ALL is indeed

suitable for studying V2. In all of the aforementioned studies, V2 was generally learnt

by participants, even though inconsistencies with respect to the position of the verb

have been observed. Importantly, the nature of the language — that is semi-artificial

or artificial — does not cause the miniature V2 grammar to become unlearnable

in an experimental setting. By demonstrating that V2 is in principle learnable, an

important prerequisite is met. Additionally, only brief exposure (i.e. approximately

30 to 40 minutes of training) is needed to learn a V2 language to a sufficient degree.

This has important implications for future ALL experiments on V2. On the one hand,

fewer temporal constraints apply. Albeit ALL experiments haven been successfully

conducted over multiple days with both children and adults (e.g. Hudson Kam &

Newport 2005, 2009), prolonged experiments might face a higher risk of participants

losing interest or even dropping out prematurely (especially in an online setting). On

the other hand, shorter experiments mean that financial limitations are less likely to

impact data collection. This is particularly relevant when it comes to considerations

of statistical power (i.e. the likelihood of correctly rejecting the null hypothesis in a

frequentist framework). Without a sufficiently sized sample, studies are more likely to

be underpowered — that is the likelihood of correctly rejecting the null hypothesis is

low. This can have unwanted consequences for the interpretation of the results and

theory building (Bergmann et al. 2018, Vasishth & Gelman 2021). In other words,

shorter experiments enable the recruitment of more participants, alleviating concerns

of the interpretability of the results, while also increasing the chances of retaining more

participants.

A further valuable insight gained by previous work concerns the training and testing

modalities. While the presentation modes of training items did not have a significant

effect on the results in Kim & Godfroid (2019), the testing modes did, at least for a

semi-artificial V2 language. The results indicate that a rapid serial visual representation

(RSVR) testing mode should be avoided as a measurement of learning considering the

observed lower accuracy scores. Although aural and written presentations of training

items did not affect learning differently, the generation of written stimuli is arguably

easier and prevents potential confounds from arising, for example through intonation

patterns in speech recordings.

Despite the compelling evidence that V2 can indeed be learnt in an ALL experiment,

issues remain with the previous experimental designs, in particular with the semi-

artificial language learning experiments. In the remainder of this section I will discuss

four aspects that should be taken into consideration when investigating V2 with ALL

experiments. The first aspect concerns the manner in which participants are taught the

language. One of the primary objectives has to be the maximisation of the learning

outcome if V2 itself is the object of study. In the light of the semi-artificial experiments,

this would suggest that experiments should comprise an intentional condition given the

demonstrated learning advantage for participants in that condition. However, there are
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good reasons to discard an intentional condition. On the one hand, instructed language

learning does not reflect the processes that are usually proposed to drive language

change, either with children (Lightfoot 1999, Hróarsdóttir 2003, van Gelderen 2011) or

adults (Bybee 2006, 2009) as agents of language change. On the other hand, different

cognitive processes could be at play when participants are tested. In a typical judgement

task, explicitly taught rules might guide participants in the instructed conditions,

whereas learners in the incidental condition can only rely on their intuition (and

the cognitive processes affecting them, cf. Schütze 2016). Consequently, when using

explicit instruction one might not measure how well a grammar has actually been learnt.

Taking these two points together, the inclusion of conditions in which participants are

explicitly instructed in the grammatical rule of the language, should be avoided. Instead

participants should learn the language in a more incidental fashion as in Rebuschat

(2008) and Getz (2018).

A second related aspect requiring further elaboration is the manipulation of plaus-

ibility. Half of all training sentences were semantically implausible in the work of

Rebuschat (2008) and colleagues. While this was a necessary means of deception to

simulate incidental learning in those studies, semantic plausibility has been shown

to impact processing, both in children (Valian, Prasada & Scarpa 2006, Wallan 2018,

Polišenská et al. 2021) and adults (Traxler & Pickering 1996, Williams, Möbius & Kim

2001, Roberts & Felser 2011, Lee & Witzel 2023). Crucially for the goal of the present

chapter, L2 learners showed difficulties in recovering from misanalyses during parsing

(Williams, Möbius & Kim 2001, Roberts & Felser 2011, Lee & Witzel 2023). If learners

form inaccurate representations of their training input due the semantic implausibility,

learning might be negatively affected and slowed down. Furthermore, for the purposes

of the present thesis, emulating incidental learning conditions to the same extent as

in Rebuschat (2008) can be neglected. Previous work on ALL has shown that ALL is

a suitable methodology to study the effects of learning without additional measures

promoting incidental learning (e.g Culbertson 2012, 2017, 2023). Plausibility should

thus not be manipulated.

The third issue with regards to previous experimental designs lies in the inclusion of

complex forms (i.e. biclausal structures). The by-sentence type analysis of Rebuschat

(2008) highlights participants’ struggle to identify the correct position of the verb. For

simple sentences, participants accepted a high proportion of sentences with verbs either

in second or final position. This suggests that participants recognised some distributional

pattern but failed to form generalisations congruent with the target language. This

mirrors the situation observed for L2 learners of German who do not confine finite verbs

to the second position in root clauses (Clahsen 1990, Meisel 1997) thereby contrasting

L1 learners who place finite and infinite verbs in the correct positions from the earliest

stages (Clahsen, Eisenbeiss & Penke 1996). These results stand in contrast to the study

of Getz (2018) where participants learnt the V2/V-final contrast well, irrespective of

the type and locus of the inflectional morphology. One explanation for the diverging

results could be the use of a semi-artificial language in Rebuschat (2008). Learners

are known to transfer properties of previously acquired languages to the language

that is being learnt (Westergaard 2021b). Consequently, learning a language which
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resembles participants’ native language very closely would likely cause more transfer

effects than a language which exhibits fewer similarities. That is, learners need to

overcome non-target consistent transfer of verb placement — a task that is arguably

harder when the languages are very similar to each other, thus resulting in a worse

performance.13 The presence of multiple verb positions in the language acquired in

Rebuschat (2008) in combination with the presumably strong transfer from learners’

native language might cause uncertainties in learners with respect to the correct position

of the verb. Irrespective of the underlying processes, the displayed difficulties in placing

verbs in the appropriate position entails that if questions regarding V2 are investigated

and the V2/V-final distinction does not bear relevance for the research questions,

the V2/V-final distinction should be dropped in favour of a simpler design. Such a

change should then be concomitant with an increased performance by participants.14,15

Besides, there are other ways for signalling verb movement. In the Scandinavian V2

languages, the position of the verb relative to a sentence-medial adverb is often used as

evidence for movement from the VP/vP to a higher position (Vikner 1995, Waldmann

2008, Westergaard 2009b). If ALL did indeed prove to be a suitable methodology for

investigating questions related to the diachronic developments of V2, the alternations

between V2 and V-final clauses could then of course be reintroduced into the design in

future experiments. In §1.5.2, it was argued that the V2/V-final alternation constitutes

additional evidence for a V2 grammar in SOV languages like German and Dutch (but

crucially not for SVO languages). Hence, scrutinising its effect on learning V2 might be

indispensable. However, given that the focus of the present thesis lies on the impact of

clause-initial constituents and their distribution, this aspect will not be further explored

here.

The fourth and hence final aspect is the way participants’ command of the language is

measured. As noted in Chapter 1, one of the hallmark features of V2 can be seen in the

flexibility of the clause-initial position. That is, no (or at least very few) constraints apply

to the grammatical function or category of the clause-initial constituent. The testing

items used in Rebuschat (2008) and subsequent work were constructed with novel

lexical items but crucially, the acceptability of novel grammatical functions in clause-

initial position was not tested. Similarly in Getz (2018), no novel grammatical functions

or categories were introduced at test. Arguably, participants need to demonstrate that

13Whether transfer can also explain why L2 learners of German struggle with the correct verb placement
is beyond the scope of this chapter and has therefore to be left open. See e.g. Schwartz & Sprouse
(1996) and Rankin (2014) for a discussion on the role of transfer in L2 acquisition.

14Note that this does not entail that participants will learn the verb placement rule perfectly. The results
of both Rebuschat (2008) and Getz (2018) point to issues of correctly identifying clause-medial verb
positions. While V1 sentences were overwhelmingly rejected, the pattern was much less clear for V3
and V4 sentences. This pattern is not unexpected though. Endress, Scholl & Mehler (2005) found that
edges of sequences are more salient to learners than medial parts.

15Some support for this conclusion can also be found in Rebuschat (2008). An earlier version of the
semi-artificial language learning experiment outlined here included a fourth sentence pattern during
training, namely a simple V2 sentence with an analytic verb form (i.e. an auxiliary in second position
and a past participle in clause-final position). This sentence type was dropped because too many rules
might have a negative impact on learning (Rebuschat 2008: 82).
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sentences with e.g. indirect objects or past participles are acceptable to them. Otherwise,

the conclusion that participants have learnt a V2 grammar might not be warranted and

the language was in fact not sufficiently learnt. That is, future iterations should include

a test on how well participants generalise to novel grammatical functions or categories.

The previous discussion has shown that many aspects of previous ALL experiments

can be used for investigating V2. However, I have also argued that changes to the design

are required, some of which should benefit the learning of participants: (i) uninstructed

learning only, (ii) elimination of implausible sentences, (iii) simplified grammar such

that no subordinated clauses are introduced and (iv) testing the generalisation of the

V2 rule to novel constituent types. The effect of these changes on learners were tested

in two experiments which are reported in the following two sections.

2.3 Experiment 1
The preceding discussion has shown that ALL constitutes a suitable methodology for

studying V2 phenomena. However, it has also become clear that changes to the previous

experiment designs are necessary. Some of these changes should eventually also improve

participants’ learning of the V2 language. Before the main question of this thesis can

be addressed — that is how variability in the input affects learning — it is essential

to scrutinise the effect the changes actually have on participants’ learning. I therefore

conducted an ALL study implementing these changes. The results of previous studies

illustrate that, in principle, semi-artificial and fully-artificial languages are viable design

choices. The experiment reported here used a semi-artificial language, consisting of

an English lexicon and a V2 syntax. Semi-artificial languages have the advantage that

participants can focus exclusively on the learning of grammatical structures as the

lexicon is already in place. Moreover, the lexical novelty of testing items can be easily

controlled. This is particularly useful when measuring the extent to which participants

generalise to novel constituent types. Besides, the results of semi-artificial languages

have been replicated with fully-artificial languages in non-V2 domains (Culbertson &

Adger 2014, Martin et al. 2019, 2020).

The hypothesis under investigation was that V2 can be learnt in an ALL experiment.

Although the similarities between Rebuschat (2008) and the current experiment would

suggest a statistical comparison, the changes made to the design here prevent me from

comparing the two. Furthermore, learning V2 was measured differently, namely in

terms of verb placement and generalisation of possible clause-initial elements, in line

with the overall goals of this thesis. Consequently, a comparison with Rebuschat (2008)

cannot form part of the hypothesis.

2.3.1 Methods
The experiment was preregistered prior to data collection. Ethics approval was granted

by the ethics board of the Linguistics and English Language department of The University

of Edinburgh (303-1920/1). The experiment was implemented with the JavaScript

library jsPsych (de Leeuw, Gilbert & Luchterhandt 2023).
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2.3.1.1 Participants
92 participants were tested online after the experiment was advertised to users with

US IP addresses on Amazon Mechanical Turk (MTurk). Participants received $4.00 as

reimbursement for their participation. Users with at least 1000 approved HITs (Human

Intelligence Task) and an approval rate of 98% or higher were eligible for participation.

Furthermore, only native speakers of American English with no contact to another

language prior to the age of six were asked to participate. Additionally, users were asked

not to participate if they had knowledge of a V2 language.16 Following the application of

a pre-registered exclusion criterion (cf. §2.3.1.3), twelve participants had to be excluded

from further analysis. One of those participants also indicated knowledge of Afrikaans

(a V2 language, cf. §1.2.2) in a post-experiment questionnaire. The final data analysis

included 80 participants.

2.3.1.2 Materials
A semi-artificial language was used to construct stimuli sentences. Akin to Rebuschat

(2008) and colleagues, English vocabulary was combined with a non-English V2 syntax.

All sentences included a subject, a direct object and an adverb. Additionally, sentences

comprised either an indirect object or an adjunct (see below). Following the grammatical

rules of other V2 languages, the verb appeared always in second position. The adverb

was included to signal verb movement from the VP/vP to a higher position in the

clause and consequently appeared always to the right of the finite verb (Vikner 1995,

Waldmann 2008, Westergaard 2009b). Therefore, the adverb will henceforth be referred

to as movement marker. The grammar of the language licensed subjects, objects and

adjuncts in clause-initial position.

For the training phase, 30 unique unordered sets were created, each consisting

of a subject, a direct object, an adjunct, a movement marker and a transitive verb.

Each constituent was one or two words long. Except for some movement markers, no

constituent was repeated across sets. Three different sentences were formed with the

words of a set, yielding a subject-initial, an object-initial and an adjunct-initial version.

This process is illustrated in (2) for one of the training sets.17 By balancing the frequency

of different clause-initial constituents, the experiment can be used as a baseline for

future experiments.

(2) {the musician, the guitar, outside, proudly, plays}

a. The musician plays proudly the guitar outside.
b. The guitar plays the musician proudly outside.

c. Outside plays the musician proudly the guitar.

The lexical items in each set were selected such that the intended meaning of the

sentence was readily understandable. As for verbs, the semantics clearly identified

16The term verb second was not used in the experiment description. Instead, an (almost) exhaustive list
of V2 languages was provided.

17The annotation as shown in (2) was not visible for participants and is included here for illustrative
purposes only.
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the agent (subject) and the patient (direct object) irrespective of the order of both.

Subjects were consistently animate, whereas direct objects were inanimate. Subjects

were realised either as DP or proper nouns, direct objects only as DPs. Adjuncts denoted

either a temporal or locative aspect, realised as adverbs, PPs or DPs. The different

versions of each set were assigned to one of three blocks. In each block, the frequency

of subject-initial, object-initial and adjunct-sentences was balanced. Three different lists

were formed from the blocks by Latin Square. For each participant, the order in a block

was randomised.

For the testing phase, test items for the judgement task (cf. §2.3.1.3) were created

by crossing the factors initial constituent and verb position. The former factor

encodes the type of clause-initial constituent which could be either familiar or novel.

Direct objects and adjuncts were used as familiar types given their use during training.

Subject-initial sentences were not included due to the high similarity with English.

Two types of novel constituents were included. The first, complex adjuncts, differed

from simple adjuncts in that an additional modifier was included (cf. (3a) and (4a)).

The rationale for including more complex constituents was that on the basis of the

training items, participants might derive a rule whereby the placement of constituents

in clause-initial position is conditioned on the length of a constituent. The second novel

clause-initial constituent type were indirect objects (cf. (3b) and (4b)). Importantly, no

adjuncts were included in trials with indirect objects.

(3) a. In late April regrets the politician openly his misconduct.
b. To the coach throws the player gently the ball.

(4) a. In the workshop the carpenter saws rarely a plank.
b. To the co-worker Sylvia mentions privately the secret.

The second factor (i.e. verb position) determined whether the verb appeared in second

(3) or third position (4). In all V3 sentences, subjects appeared between the clause-initial

constituent and the finite verb.18 For each factor combination, four sentences were

created, yielding a total of 32 test items. Except for some movement markers, no lexical

items were repeated from the training items. After the completion of the experiment, a

typo in the testing materials was kindly pointed out to me by one of the participants

of experiment 2 (cf. §2.4). See Appendix A for the full list of all training and testing

materials.

2.3.1.3 Procedure
The experiment was accessible through a web browser and participants completed

the experiment online on their personal computer or laptop. At the beginning of

the experiment, participants were informed that they would be learning a recently

18Structures like these involve the smallest number of derivations; that is non-subjects move to SpecCP,
whilst subjects and finite verbs remain in TP, as shown in (i).

(i) [CP The sale1 [C′ [TP the administrator2 [T′ regulates3 [VP voluntarily in Austria t2 t3 t1]]]]]
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Figure 2.1: Example trial of training task in experiment 1. Constituents were revealed

consecutively, i.e. the musician, plays, proudly, the guitar and outside. When

the sentence became fully visible on the screen, participants were prompted

to identify a specific constituent by clicking on it.

discovered dialect of English, which differs from other varieties of English. Specifically,

the new dialect would display a greater degree of word order freedom. Participants

were also informed that the purpose of the study was to examine how speakers of other

English varieties perceive these differences.

The experiment was divided into two parts — a training phase and a testing phase.

Participants were assigned randomly to one of the three training lists. Before com-

mencing with the actual training, participants were briefed that sentences would be

displayed on the screen for which they had to identify either the actor (i.e. subject), the

passively involved entity (i.e. object), the action (i.e. verb) or either the time or place

of the action (i.e. temporal or locative adjunct). These lay terms were used instead of

linguistic terminology to avoid possible confusion on the side of the participants. On

each trial, the stimulus sentences was revealed constituent by constituent, with a delay

of 500ms between constituents. Once the sentence became fully visible on the screen,

participants were prompted to identify one of the aforementioned constituents, see

Figure 2.1. Each of the four constituents were enquired 18 times whereby temporal and

locative adjuncts were treated as one constituent type.19 Feedback was provided after

each trial: The correct constituent appeared in green font and, if participants answered

incorrectly, the wrong answer was shown in red in addition to the correct answer. To

disincentivise participants from clicking through the training without properly interact-

ing with the stimuli, feedback screens were displayed for 2000ms in case of an incorrect

answer. If participants selected the correct constituent, the feedback was visible for

450ms before the next trial started. Participants whose accuracy fell below 90% during

training were excluded from the analysis. Participants completed 90 training trials.

After completing the training, acceptability judgements were elicited from parti-

cipants. Participants had to decide whether the sentence presented in any of the 32

trials would be uttered by a speaker of the dialect. Participants had to select either

‘yes’ or ‘no’. No feedback was provided. An example trial is given in Figure 2.2. In

the final part of the experiment participants filled in a short questionnaire enquiring

their language background, their assumptions about the purpose of the experiment and

whether they had developed any strategies to complete the experiment.

19The number of trials where participants had to select a temporal or locative adjunct was balanced.
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Figure 2.2: Example trial of testing task in experiment 1. Participants had to determine

whether the provided sentence could be produced by a speaker of the

language.

2.3.2 Predictions
As outlined earlier, the hypothesis investigated in the experiment was that V2 can be

learnt in an ALL experiment. Learning V2 was operationalised in terms of the defining

features of V2: verb position and XP-fronting (cf. Chapter 1). That is, participants need

to learn that verbs are confined to the second position in the clause. Additionally,

participants need to extrapolate that any constituent type (other than the finite verb)

can be placed in the clause-initial position. For the present experiment, this means

complex adjuncts and indirect objects.20 Three predictions could be derived from the

hypothesis in conjunction with this operationalisation. First, participants should rate

V2 structures that they have seen during training above chance level. This prediction

acts as a sanity check for the experiment. Second, participants should generalise this

pattern to structures that they have not previously seen. Finally, participants should be

able to discriminate between unfamiliar V2 structures and unfamiliar non-V2 orders

whereby the former are rated higher than the latter.

2.3.3 Results
The data gathered in experiment 1 and experiment 2 were analysed in R (R Core Team

2022) using ggplot2 for plotting (Wickham 2016) and lme4 for statistical analysis (Bates

et al. 2015). Wald tests were used to obtain p-values of the model coefficients. The

standard alpha level of 0.05 was used to determine significance.

20Note that according to this operationalisation the grammatical function (e.g. subject, object) and not
the grammatical category (e.g. DP, PP) of the clause-initial constituent is the determining factor
in the grammar. In principle, grammatical rules could make reference to either of them (cf. Yang
(2000, 2002) and Lightfoot (1999, 2006)). For the present experiment, grammatical functions were
used due to their usage in describing grammars (e.g. SVO, SOV). As mentioned above, the results
presented in Chapters 3 and 4 will prompt a reformulation of the hypothesis in that variability in
both grammatical functions and categories is assumed to benefit the learning of a V2 language.
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Figure 2.3: Acceptance rates of sentences of the types V2-familiar, V2-novel and V3 in

experiment 1. V2-familiar sentences comprises all V2 sentences with clause-

initial direct objects and simple adjuncts. Similarly, V2-novel sentences

encompass V2 sentences with initial indirect objects and complex adjuncts.

All sentences with V3 order are subsumed under the last type that is V3.

Coloured dots represent participants’ ratings, black dots the means. Error

bars indicate bootstrapped 95% confidence intervals of the mean. All three

predictions were confirmed.

2.3.3.1 Hypothesis-confirming analysis
To assess the predictions outlined in §2.3.2, the two factors initial constituent

and verb position were used to create a new factor called sentence type. The V2

sentences with initial direct objects and simple adjuncts were subsumed under the label

V2-familiar, whereas V2 sentences with initial indirect objects and complex adjuncts

were conflated as V2-novel. All V3 sentences were grouped together as V3. Participants’

ratings for the three sentence types are depicted in Figure 2.3. To test the first prediction

— that is whether the ratings for V2-familiar sentences are above chance — I fitted an

intercept-only mixed-effect logistic regression model to the judgement data from V2-

familiar sentences. The model included by-participant and by-item random intercepts.

The model revealed that the first prediction was indeed borne out as the intercept was

significantly above chance (β = 1.19, SE = .23, p= 3.73×10−7).
The second and third prediction were assessed in a further model. I fitted a mixed-

effect logistic regression model to the V2-novel and V3 data. The model included

sentence type as fixed effect. The model also included by-participant and by-item
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random intercepts as well as by-participant random slopes for sentence type. The fixed

effect was treatment coded with V2-novel as reference level. The second prediction

(i.e. acceptance rates of V2-novel sentences should be above chance) was assessed

by examining the intercept of the model. The model showed that the intercept is

significantly above chance, thus again confirming my prediction (β = .45, SE = .20,

p= 0.02). For the third prediction, i.e. the discrimination of novel but grammatical

V2 sentences and ungrammatical structures, I examined the simple effect of sentence

type. As can be seen in Figure 2.3, the acceptance rate of V2-novel sentences is generally

higher than the one of V3 sentences. This was also confirmed by the model (β =−0.52,

SE = .22, p= .02).

2.3.3.2 Exploratory analysis
The hypothesis did not warrant any conclusions about the relation between V2-familiar

and V2-novel sentences. The contrast, however, does nonetheless bear relevance for the

goals of this thesis. If the ratings for V2-familiar and V2-novel did not differ significantly,

this might provide valuable insights into the readiness with which participants extrapol-

ate XP-fronting to novel constituent types. This question was thus addressed in a further

logistic mixed-effect model. The model was fitted to the V2-familiar and V2-novel data

only. The model included sentence type as fixed effect as well as by-participant and

by-item random intercepts. Furthermore, the model included random by-participant

slopes for sentence type. sentence type was treatment coded with V2-familiar as

baseline. Participants assigned significantly lower ratings to V2-novel sentences than to

V2-familiar sentences (β = −0.74, SE = .23, p= .002).

I also scrutinised the responses participants provided in the post-test questionnaire.

Specifically, I was interested if participants developed any strategies that would hint

at the identification of syntactic rules underpinning the language. Two participants

noted the frequent inversion of subjects and finite verbs — a characteristic feature of

the employed language. Albeit correlating with the performance in the judgement task

of one participant (i.e. higher ratings for V2-familiar as well as V2-novel sentences but

low ratings for V3 sentences), the other participant showed a less clear discrimination

between grammatical and ungrammatical sentences. Two further participants stated that

they had paid attention to the position of certain elements in the sentences such as the

subject, but crucially this was reflected only in a good performance by one participant.

Other reported strategies were less elucidating. For instance, one participant reported

reading all sentences backwards. Although this might indicate that sentences were

challenging for at least some participants, nothing else can be gained.21

2.3.4 Discussion
The goal of this chapter is to develop an experimental design that allows studying V2

with ALL. After discussing a series of studies that have used artificial V2 languages,

21This participant was not excluded form the data analysis because employed strategies were not defined
as exclusion criterion in the preregistration. Besides, the acceptability ratings of this participant lied
within the range of other ratings.
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four modifications to previous designs were distilled: (i) no explicit instruction of

grammatical rules, (ii) elimination of trials with implausible sentences, (iii) usage of

a simplified language without multiple positions for verbs and (iv) inclusion of tests

for measuring how well participants generalise XP-fronting to novel constituent types.

Whilst (iv) is a new measure of learning and should as such not have an effect on

learning, (ii) and (iii) should enhance participants’ learning performance compared to

previous studies, in particular Rebuschat (2008). (i), in turn, should ensure that the

influence of learning is measured and not some other cognitive processes. The purpose

of the present experiment was therefore to investigate how these changes affect the

learning performance of participants. Although some design choices would suggest a

direct (statistical) comparison with Rebuschat (2008), the design changes render this

impossible. As a result, I tested a simplified hypothesis. Specifically, I hypothesised

that V2 can be learnt in an ALL experiment. Learning a V2 language was defined in

terms of the acquisition of the correct verb placement as well as the extrapolation of XP-

fronting to the clause-initial position to constituents that have not been previously seen.

Participants were taught a semi-artificial language comprising an English vocabulary

but a V2 syntax. Participants were then asked to judge whether sentences with either

familiar or unfamiliar constituent types in clause-initial position were grammatical. For

familiar constituents, I used direct objects and adjuncts. Unfamiliar constituents, on

the other hand, were represented by indirect objects and complex adjuncts — that is

adjuncts that were longer than those seen during training.

The analysis of the testing data revealed that participants were able to learn the struc-

tures they were trained on. This was reflected in a high acceptance rate of V2-familiar

sentences. To assess whether participants learnt a genuine V2 grammar or a grammar

which merely licences subject-initial, object-initial and adjunct-initial sentences, parti-

cipants’ ratings for V2 sentences with novel constituent types were scrutinised in more

detail. The results show that participants generalised XP-fronting to novel constituent

types. Crucially, the acceptance rate of V2-novel sentences was higher than the one

for ungrammatical V3 sentences. This suggests that participants indeed learnt a V2

grammar and generalised the pattern to novel constituent types. My exploratory analysis

suggests, however, that participants were more hesitant with generalising XP-movement

than accepting familiar V2 structures. Yet the fact that all three predictions were borne

out still provides compelling evidence for the learnability of an artificial V2 language

even after implementing the design changes.

To summarise, as far as the hypothesis is concerned, the changes suggested in §2.2.3

to earlier experimental designs and implemented here were successful in that the V2

language was learnt. Recall that I also predicted improved learning by participants.

Although a statistical comparison with earlier work is not possible, the results can still

be compared descriptively. Rebuschat (2008) will serve as the main point of comparison

due to the overall large similarities to the current experiment and sufficiently detailed

reported results. One of the sentence types used for testing in Rebuschat (2008) are

V2 sentences. This type is partially comparable to V2-familiar sentences in the present

experiment. The reported acceptance rate of 73.4% (cf. Table 2.2) and the one observed

here (69.4%) are similar. A contrast between the two experiments arises in the ratings of
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V3 sentences though. In my experiment, the acceptance of V3 sentences is substantially

higher (48.4%; 22.9% in Rebuschat 2008).22 These findings could be interpreted as a

low efficacy of the introduced changes. There are, however, two arguments against this

interpretation. First, participants received less training in the current experiment than

in Rebuschat (2008) — in fact, 30 fewer training trials were included. In the light of

the comparable ratings for V2 sentences across both experiments, additional evidence

for the confinement of the verb to the second position would presumably not increase

the acceptance rate for V2 sentences (though see discussion below) but lead to a higher

rejection rate of V3 sentences. That is, participants would be more confident that verbs

are not realised in the third position of the clause.

The second argument centres on the training and testing materials. More precisely,

the materials used in Rebuschat (2008) exhibited a greater similarity to participants’

native language (i.e. English). While in the current experiment subjects, adjuncts and

direct objects were attested clause-initially in the training materials, only subjects and

adjuncts occurred in the clause-initial position in Rebuschat (2008). English speakers

are exposed to a large proportion of subject-initial sentences in their environment due

to English being a SVO language. In contexts where non-subjects occupy the clause-

initial position, adjuncts account for the majority of all cases. Doherty (2005: 192), for

instance, observed that topicalised adjuncts (5a) are significantly more frequent than

topicalised objects (5b).23

(5) a. In the dark, the mouse gulped down a spritz.
b. A slice of mature cheddar, the mouse enjoys occasionally.

A similar picture arises in contexts that resemble V2 structures more closely. Negative

inversion — one of the residual V2 contexts in English — has been described as a

construction where negated adjuncts are being fronted (6a) (Rudanko 1982), even

though object-initial sentences (6b) are attested, as Holmberg (2015: 344) notes.

(6) a. Under no circumstances will I believe your alternative facts.
(Sailor 2020: 126)

b. None of them would I recommend.

(Holmberg 2015: 344)

Similarly in cases of locative inversion, the verb is typically preceded by a PP (7a),

albeit adverbs (7b) can occur clause-initially as well (Green 1980: 582, Birner 1995:

240, Postal 2004: 16).24 Quotative inversion constitutes the only non-negative context

in which objects can be preposed. In this type of inversion, the verb follows its direct

speech complements or parts thereof (Collins & Branigan 1997, Bruening 2016). An

example for quotative inversion is provided in (8).

22In this regard, the results of my experiment align with those of Getz (2018).
23Structures like (5) are generally rare. Yang (2000: 242) found that less than 10% of all sentences in
the Penn Treebank are topicalisations.

24Note that the term locative is a misnomer given the existence of sentences like (7a) where the clause-
initial PP does not denote a locative aspect (Postal 2004: 17, Bruening 2010: 46).

85



Chapter 2 Studying V2 phenomena with artificial language learning experiments

(7) a. Against that proposal can be objected the fact [that no one is entirely

logical].

(Postal 2004: 17)

b. Outside stood a little angel.

(Green 1980: 582)

(8) “Where to?” asked the driver of his passenger.

(Collins & Branigan 1997: 4)

The different structures illustrate that English speakers are generally more familiar

with clause-initial adjuncts than with clause-initial (direct) objects. Coming back to

the comparison with Rebuschat (2008), the inclusion of object-initial sentences in

training thus rendered the language in the present experiment more dissimilar to

participants’ native language. The language in Rebuschat (2008), on the other hand,

exhibited greater similarities to participants’ native language. The closer typological

proximity of Rebuschat’s (2008) language to English could then explain the better

learning. This effect might have been further consolidated by the testing materials.

V2-familiar sentences featured only direct objects and adjuncts in clause-initial position.

The corresponding V2 testing sentences of Rebuschat (2008) were exclusively adjunct-

initial. That is, high acceptance rates were more likely to occur. Consequently, achieving

a similar acceptance rate to Rebuschat (2008) in the current experiments despite the

more difficult language provides a compelling argument for the efficacy of the suggested

changes.25,26

Despite the demonstrated effectiveness of the implemented changes compared to pre-

vious experimental designs, it would still be desirable to improve participants’ learning

further. Investigating V2 experimentally requires participants to have a good command

of the grammar. Hence, one should strive to maximise the learning performance of

participants. I will therefore explore possible ways of fostering the learning in the

remainder of this section. A striking difference between the semi-artificial language

studies and the present experiment is the way participants are trained. Recall that

participants in Rebuschat (2008) had to repeat each training sentence after presenta-

tion. This part of the procedure was not implemented in the current experiment even

though the inclusion of production trials or some other production component is a

common practice in ALL experiments, both with children and adults. The production

could either be in the form of oral productions (e.g. Culbertson & Newport 2017, Tal &

Arnon 2022) or written productions (i.e. typing text) (Smith & Wonnacott 2010). In fact,

evidence for the benefits of production during training has been provided by Hopman

& MacDonald (2018). In their study, two groups of participants were compared who

received training in an artificial language in the form of passive exposure coupled either

with comprehension trials or production trials. Hopman & MacDonald (2018) found

that participants in the production condition exhibited significantly faster reaction

times across the board. In addition, participants in the production condition were more

accurate when tested on agreement suffixes. However, participants in the production

25For a general discussion on how participants’ L1 affects their learning performance, see Chapter 3.
26This explanation leaves open why V3 sentences in particular receive lower ratings.
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condition and comprehension condition were equally accurate when judging whether

the word order of a sentence was correct. At first glance, this might suggest that the

inclusion of production trials in a V2 experiment will not improve participants learning

given the focus on a word order phenomenon in the present study. The difference in

reaction times contradicts such a conclusion though. The lower reaction time indicates

that representational differences exist in that participants in the production condition

dispose of a more fully-fledged and/or better accessible representation. Additional

evidence for the beneficial role of production during learning can also be found in

Zimmerman et al. (2009). They show that the number of conversational turns in child-

adult interactions are positively correlated with the language development of children.

In view of the outlined findings, including production trials in the experiment should

foster participants’ learning.

Another difference between Rebuschat (2008) and the current experiment lies in

the testing modality. While Rebuschat (2008) tested participants in the lab, I tested

participants online. It is conceivable that this might have affected the results for two

reasons (cf. Uittenhove, Jeanneret & Vergauwe 2023). On the one hand, one does not

tap into the homogeneous population typically used for behavioural research, i.e. under-

graduate university students. This disparity might have been further exacerbated by the

COVID-19 pandemic when many people worked from home or were unemployed and

thus forced to seek alternative income streams. On the other hand, participation does

not take place in an environment controlled by the experimenter. Consequently, parti-

cipants might be less focused (e.g. due to ambient noise) which could have detrimental

effects on language learning. Investigations into the comparability of crowdsourcing

and lab-based experimenting have been conducted, inter alia, for cognitive psychology

(e.g. Crump, McDonnell & Gureckis 2013) and linguistics (Schnoebelen & Kuperman

2010, Sprouse 2011) with authors generally being able to reproduce findings from the

lab in an online environment. More recent work, however, has cast doubt on those

findings. Peer et al. (2021) and Uittenhove, Jeanneret & Vergauwe (2023) who compare

MTurk with other crowdsourcing platforms discover the data quality of MTurk to be

inferior to other platforms, in particular Prolific.27 This might be attributable to a lower

motivation and/or lower attention (e.g. due to distraction) to the experimental task

of (recent) MTurk participants. Moreover, MTurk participants might be more likely

non-human (i.e. a bot). Uittenhove, Jeanneret & Vergauwe (2023) further compare the

results to lab-tested and online-tested university students. Interestingly, they discovered

strong similarities between the results of online-tested university students and Prolific

users. Data gathered from lab-tested students in turn exhibited only a minor advantage

over the data from web-tested students and Prolific users.28 Two conclusions can be

drawn from this. First, using MTurk could have contributed to the relatively low per-

27This does not mean that earlier research should be discarded. Arechar & Rand (2021) observed changes
in the composition of the MTurk participant pool following the COVID-19 pandemic, pace Moss et al.
(2020). The changes in the MTurk population might thus explain the observed divergence from earlier
work.

28Deeming lab-tested participants as gold standard of experimentation is not unproblematic. Many of
these studies sample from western, educated, industrialised, rich, democratic (WEIRD) populations
which may not be as representative as previously claimed (Henrich, Heine & Norenzayan 2010).
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formance. Second, Prolific offers itself as a viable alternative for online data collection.

Participants recruited from Prolific could perform better at the learning task.

In this section, I have presented the results of an artificial language learning experi-

ment. The results strongly suggest that V2 can be learnt in a short artificial language

learning experiment. In the discussion, it was argued that participants performed better

at the learning task compared to early studies albeit somewhat obscured by a more

complex language. I subsequently argued that learning can still be further improved

by (i) recruiting participants from Prolific instead of MTurk and by (ii) including pro-

duction trials during training. In the following section, an experiment is presented that

implemented these changes.

2.4 Experiment 2
Experiment 1 has demonstrated that V2 can be learnt in a semi-artificial language

learning experiment. The changes I made to the experiment design compared to Re-

buschat (2008) have been effective and fostered learning, yet a better learning outcome

is still desirable for further investigations. In the subsequent discussion, I identified

two modifications that should further improve participants’ learning. First, production

during learning has been shown to facilitate learning (Hopman & MacDonald 2018).

Including production trials in the training should thus be beneficial. Second, recent

evidence suggests that the tested population (i.e. MTurk users) is less reliable and

performs significantly worse in behavioural experiments than participants tested in

the lab or those recruited from other crowdsourcing platforms such as Prolific. I thus

reran the experiment with production trials during training as well as testing with

participants recruited from Prolific. The hypothesis remained unaltered.

2.4.1 Methods
Experiment 2 was preregistered before data collection commenced. The experiment

received ethics approval from the ethics board of the Linguistics and English Language

department of The University of Edinburgh (180-2021/2). The experiment was again

implemented with the JavaScript library jsPsych (de Leeuw, Gilbert & Luchterhandt

2023).

2.4.1.1 Participants
94 participants were recruited on Prolific. Each participant received £4.36 as reimburse-

ment for their participation. In-built Prolific filters were used to restrict participation

to participants who are US nationals, who are English monolinguals and who had been

raised monolingually. Additionally, participants whose subject at university did involve

English literature, English language or languages more broadly were excluded from

participation. Finally, only participants whose approval ratings were at least 95% were

Hence, the results should be cautiously interpreted as it remains a possibility that sampling from a
less WEIRD participant pool is the driving factor for the diverging results.
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able to participate. Based on the pre-registered exclusion criterion, 19 participants were

excluded due to low performance during training (cf. §2.4.1.3) and one participant had

to be excluded as they indicated knowledge of a V2 language in a post-test questionnaire.

74 participants could therefore be included in the analysis. Although some participants

indicated note-taking during the experiment, no further exclusions were made as this

was not preregistered as exclusion criterion. Furthermore, the post-test questionnaire

did not enquire whether notes had been taken during the experiment.

2.4.1.2 Materials
The training and testing materials used in experiment 2 were identical to those in

experiment 1. This meant that the materials also contained the typo mentioned in

experiment 1. Due to an error in the experiment code, merely two (instead of three)

training lists were constructed.29 The only difference between the two experiments

in terms of the materials was the addition of items for production testing. These

testing items consisted of unordered sets of constituents. Three different set types were

constructed: the first type (9a) comprised only constituent types participants have seen

during training (i.e. subject, direct object, adjunct and movement marker). In the other

two sets the adjunct was replaced with a novel constituent type, either a complex adjunct

with an additional modifier compared to simple adjuncts (9b) or an indirect object (9c).

The order in those sets was randomised for each participant. The same design principles

as in experiment 1 were applied to the construction of the items.

(9) a. {the general, declares, hastily, victory in Waterloo}

b. {Brianna, refutes, energetically, the rumour, in late January}

c. {the investigator, submits, belatedly, the report, to the prosecutor}

2.4.1.3 Procedure
The start of the experiment was identical for participants in both experiments. That is,

participants accessed the experiment on their personal computer or laptop and they

were informed that they would be learning a recently discovered dialect of English.

The experiment comprised a training phase and a testing phase. The training phase was

divided into two parts: sentence reading trials and production trials. The reading trials

were identical to those from experiment 1 apart from two differences. First, the number

of reading trials was reduced to 30 (instead of 90). This corresponds to the design

of Hopman & MacDonald (2018) where the number of production trials exceeded

the number of passive exposure trials. Second, the feedback screen for incorrectly

identified constituents was displayed for a shorter period, namely 850ms. Participants’

performance on reading trials was used as exclusion criterion. Whilst I maintained the

90% threshold from experiment 1, the actual permissible number of erroneous choices

was limited to 3 or less due to the reduced number of trials.

The reading trials were followed by 60 production trials. At the beginning of each

trial, the initial constituent of a sentence was provided together with four blank lines,

29Note that this error did not affect experiment 1.

89



Chapter 2 Studying V2 phenomena with artificial language learning experiments

Figure 2.4: Example trial for production task during training in experiment 2. At the

beginning of each trial, only the initial constituent was given, whereas the

remaining constituents were shown underneath. To construct sentences,

participants had to click on the words which where then added to the

sentence. If participants were not satisfied with their production before

submitting their answer, they could reset the sentence and start afresh.

Participants had to use all of the provided constituents.

as illustrated in Figure 2.4. The four remaining constituents were shown as clickable

buttons below the initial constituent and the four lines. Participants were instructed to

complete the sentence with all of the provided constituents. If not all constituents were

used, a message was displayed reminding participants to use all constituents. Participants

could reset their answer before submitting it. After each trial, feedback was shown to

participants. If constituents were placed in the incorrect position, they were highlighted

in red. In addition, the correct sentence was displayed below participants’ answer.

Feedback was shown for 1500ms if the produced sentence was correct and 3000ms if

incorrect. The objective of long feedback times was to disincentivise participants from

merely randomly clicking on buttons.

After completing the training, participants proceeded to the testing phase of the

experiment. The testing also comprised two parts. In the first part, participants were

asked to produce sentences. The procedure was identical to the one seen during training

with the crucial difference that no initial constituent and no feedback was provided. A

total of 12 trials were completed by participants. The order of the trials was randomised

for each participant. The production trials were followed by 32 judgement trials. The

procedure was identical to the one in experiment 1. The experiment concluded with

the same post-test questionnaire given to participants in experiment 1.

2.4.2 Predictions
The hypothesis investigated in experiment 2 remained unaltered from experiment 1.

That is, it was hypothesised that a V2 language can be learnt in an ALL experiment.
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Learning a V2 language was defined as extrapolation of the verb placement rule and

the flexibility of the clause-initial constituent to novel structures. From this, I derived

testable predictions for the obtained production data and the judgement data. As

for the former, I predicted that (i) frequency with which finite verbs are placed in

second position is above chance independent of the familiarity of the sentence type.

Additionally, (ii) participants should produce V2 sentences with clause-initial unfamiliar

constituents at higher than chance level. With regards to the judgement data, the same

predictions as in experiment 1 were made (cf. §2.3.2): (i) participants should rate V2

structures they have been familiarised with during training at higher than chance levels.

Furthermore, (ii) participants should rate unfamiliar V2 structures above chance if they

have learnt V2. The final prediction for the judgement data stated that (iii) participants

should be able to discriminate between unfamiliar V2 structures and unfamiliar V3

structures whereby the ratings for the former should be higher than those for the latter.

2.4.3 Results
2.4.3.1 Hypothesis-confirming analysis
Figure 2.5 illustrates the proportion of produced V2 sentences by learners broken down

for different sentence types (simple adjunct, complex adjunct, indirect object). The

label for each category refers to the additional constituent present apart from subjects,

direct objects, verbs and movement markers. As aforementioned, complex adjuncts and

indirect objects constitute novel types of constituents while participants are familiar

with simple adjuncts. I first test whether participants place verbs in second position

above chance level irrespective of the sentence type. I fitted a mixed-effects logistic

regression model to all produced sentences. The dependent variable was verb position

(V2 = 1, non-V2 = 0). As defined in the preregistration, the model included sentence

type as fixed effect, and by-participant and by-item as random intercepts and by-

participant random slopes. sentence type was treatment coded with simple adjunct as

baseline. Due to singular fit, the by-item random intercepts and by-participant random

slopes were dropped. The model indicated that participants produced V2 orders in

simple adjunct sentences above chance (β = 3.98, SE = .67, p= 1.49×−15). The model
further showed that participants produced significantly fewer V2 orders in complex

adjunct sentences (β = −0.69, SE = .30, p= .02) and indirect object sentences (β =

−0.61, SE = .30, p= .04). That is my first prediction was only partly confirmed: Even

though verbs were produced in second position above chance level, the frequency of

V2 sentences is significantly lower in sentences with novel constituent types.

My second prediction concerned the type of clause-initial constituent in participants’

productions.30 I tested whether participants placed unfamiliar constituent types in

clause-initial position in V2 sentences at higher than chance level. Figure 2.6 shows

the proportion of familiar and novel constituent types in V2 sentences. To assess this

prediction, I fitted a mixed-effects logistic regression model to all V2 sentences with a

novel constituent type from the production trials. Each sentence was coded for whether

a novel constituent (= 1) or familiar constituent (= 0) was placed in the clause-initial

30For a breakdown of the different clause-initial constituents, see §3.2.
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Figure 2.5: Proportion of produced V2 sentences by sentence type in the production

test of experiment 2. Sentence type indicates which additional constituent

type was provided to participants apart from subjects, verbs, direct objects

and the movement marker. That is, the sentence type does not describe

the type of clause-initial constituent. Error bars indicate bootstrapped 95%

confidence intervals. Coloured dots represent the proportion of participants’

V2 production, black dots the mean. Participants placed verbs significantly

more frequently in second position in sentences with simple adjuncts than

in sentences with complex adjuncts or indirect objects.

position. The model was an intercept only model with by-participant random intercepts.

The model revealed that participants realised novel constituent types in clause-initial

position significantly below chance (β = −2.47, SE = 0.31, p = 9.9×10−6). My
prediction was therefore not confirmed.31

Turning to the judgement data, I followed the same procedure for the analysis as in

experiment 1. In a first step, a new factor sentence type was created by combining

different levels of initial constituent and verb position. V2 sentences with direct

objects and simple adjuncts in clause-initial position are summarised as V2-familiar,

while V2 sentences with clause-initial indirect object and complex adjuncts are subsumed

under V2-novel. All V3 sentences, irrespective of their clause-initial constituent, are

grouped as V3. The acceptance rates for all three sentence types are visualised in Figure

2.7. To assess my first prediction (i.e. ratings for V2-familiar sentence should be above

31Remarkably, some participants also placed the movement marker in the clause-initial position in their
productions.
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Figure 2.6: Proportion of familiar and novel constituent types in produced V2 sentences

in experiment 2. Both constituent types are the complement to each other.

Consequently, the values will add up to 1. Error bars indicate bootstrapped

95% confidence intervals. The dotted line represents chance level. Parti-

cipants did produce V2 sentences with novel constituents in clause-initial

position significantly below chance. The prediction was thus not confirmed.

chance level), a mixed-effects logistic regression model was fitted to the V2-familiar

data. The model was an intercept-only model and included by-participant and by-item

random intercepts. The model showed that participants rated V2-familiar sentences

significantly above chance level (β = 1.66, SE = .30, p= 1.78×10−8).
The second and third prediction for the judgement data (i.e. V2-novel sentences are

rated above chance while also being higher rated than V3 sentences) were addressed in

a further model. I fitted a mixed-effects logistic regression model to the V2-novel and

V3 data. The model included sentence type as fixed effect. Additionally, the model

was fitted with by-participant and by-item random intercepts as well as by-participant

random slopes for sentence type. sentence type was treatment coded with V2-novel

as reference level. To test the second prediction, I scrutinised the intercept. The model

confirmed my prediction in showing that the acceptance rate of V2-novel sentences is

significantly above chance (β = .87, SE = .26, p= 7.39×10−4).
I assessed the third prediction by investigating the simple effect of sentence type.

The model indicated that my third prediction was again confirmed. The acceptance

rate for V3 sentences are significantly lower than V2-novel sentences (β = −2.33, SE

= .36, p= 1.11×10−10). In summary, almost all of my predictions were confirmed in
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Figure 2.7: Acceptance rates of V2-familiar, V2-novel and V3 sentences in experiment

2. V2-familiar is the category of V2 sentences with clause-initial direct

objects and simple adjuncts. V2-novel sentences comprise V2 sentences with

unfamiliar constituent types in clause-initial position, that is indirect objects

and complex adjuncts. V3 sentences subsumes all sentences exhibiting a

V3 order. Coloured dots represent participants’ mean ratings, black dots

the mean of the means. Error bars represent bootstrapped 95% confidence

intervals of the mean. All three predictions were confirmed.

experiment 2. The only prediction that could not be confirmed was the frequency with

which participants place novel constituent types in the clause-initial position in their

productions.

2.4.3.2 Exploratory analysis
In the exploratory analysis of experiment 1 (§2.3.3.2), V2-familiar and V2-novel sen-

tences were compared. The motivation for this particular comparison was to assess the

degree to which participants extrapolated V2 to novel structures. If no significant differ-

ence was observed, it would suggest that participants generalise readily without issues.

I repeated the same analysis for experiment 2. A mixed-effects logistic regression model

was fitted to all V2-familiar and V2-novel judgements. The model included sentence

type as fixed effect. Additionally, by-participant and by-item random intercepts were

fitted as well as by-participant random slopes for sentence type. The fixed effect was

treatment coded with V2-familiar as baseline. The model revealed that the acceptance

rate of V2-novel sentences was significantly lower than the one of V2-familiar sentences
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(β = −0.80, SE = .30, p= 0.007). That is, the same pattern as in experiment 1 was

observed.

Movement markers (i.e. sentence-medial adverbs) were included to signal to par-

ticipants that verbs are raised from VP/vP to a higher position in the clause. Verbal

movement has been argued to be one of the core properties of V2 (cf. §1.2.3). It is

therefore crucial that participants have recognised the function of the movement marker.

Otherwise, objections could be raised as to the V2 nature of the acquired grammar. In

particular, one could argue that the grammar might merely resemble a V2 grammar

on the surface. Although no direct test was included in the experiment, this can still

be indirectly assessed by scrutinising participants’ produced V2 sentences for whether

the word order following the verb adheres to the grammar of the language or not. If

participants produced the constituents in the correct position, they have presumably

recognised their relative positions in the tree. This should not be affected by the set types

participants used to construct their sentences from. A mixed-effect logistic regression

model was fitted to all produced V2 sentences that featured either a subject, direct

object, indirect object or adjunct (simple or complex) in clause-initial position. The

dependent variable indicated whether the postverbal word order was grammatical (=1)

or not (=0). Sentences were considered grammatical when the constituents obeyed the

following relative order of postverbal constituents: S > M > DO/IO > A. Sentences in

which both a direct object and an indirect object followed the verb, were analysed as

grammatical when the movement marker was right-adjacent to the verb. The model

included set type (simple adjunct, complex adjunct, indirect object) as fixed effect,

and by-participant and by-item random intercepts. By-participant random slopes were

originally included in the model but subsequently dropped due to singular fit. set

type was treatment coded with simple adjunct as baseline. The model indicated that

participants produced the grammatical postverbal word order in sets with simple ad-

juncts significantly more frequently than expected by chance (β = 1.36, SE = .31, p=

7.57×−22). Participants did not use the grammatical postverbal word order significantly
less often with sets containing either novel complex adjuncts (β = −0.12, SE = .30, p

= .69) or novel indirect objects (β = −0.21, SE = .30, p= .47).

The main motivation for the present experiment was to improve participants learn-

ing of a V2 grammar compared to experiment 1. The hypothesis, however, made no

reference to the results of experiment 1. Nevertheless, a comparison of experiment 1

and experiment 2 is necessary to evaluate the efficacy of the design changes. Figure 2.8

depicts the acceptance rate of different sentence types for experiment 1 and experiment

2 next to each other. Following the same analysis procedure as in the hypothesis-

confirming analysis, I first compared how the ratings for V2-familiar sentences differ

between experiment 1 and experiment 2. This is an important indicator for participants’

learning success as those sentences correspond to the structures participants have been

trained on. I fitted a mixed-effects logistic regression model to participants’ judgements

of V2-familiar sentences from experiment 1 and experiment 2. The model included

experiment as fixed effect and by-participant and by-item random intercepts. experi-

ment was treatment coded with experiment 1 as baseline. Investigating the simple effect

of experiment, the model revealed that the acceptance rate of V2-familiar sentences in
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Figure 2.8: Acceptance rates of different sentence types in experiment 1 and experiment

2. Error bars indicate bootstrapped 95% confidence intervals. The dotted

line represents the chance level. Participants in experiment 2 did not exhibit

a significantly higher acceptance rate of V2-familiar and V2-novel sentences.

However, the discrimination between V2-novel and V3 sentences — one

of the central aspects of learning V2 as I defined it — was improved in

experiment 2.

experiment 2 was not significantly higher than that in experiment 1 (β = .47, SE =

.29, p= 0.11).

In a next step, I examined how experiment 1 and experiment 2 differ for V2-novel

and V3 sentences. I fitted a mixed-effects logistic regression model to the V2-novel and

V3 data. The model included sentence type and experiment as fixed effects as well

as an interaction term of both fixed effects. The model further included by-participant

and by-item random intercepts as well as by-participant random slopes for sentence

type. Both fixed effects were treatment coded with V2-novel and experiment 1 as

reference level, respectively, as reference levels. First, I examined the simple effect of

experiment to asses whether the acceptance rates for V2-novel sentences differ. The

model did in fact not show a significant difference between the ratings for V2-novel

sentences in both experiments (β = .38, SE = .27, p= .15).

I also studied how the discrimination between V2-novel and V3 sentences differed

between experiments by looking at the interaction of sentence type and experiment.

As can be seen in Figure 2.8, the ratings for V3 sentences are lower in experiment
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2, suggesting a better discrimination. This was confirmed by a significant interaction

between V3 and experiment 2 (β = −1.68, SE = .34, p= 1.04×10−6).

2.4.4 Discussion
Experiment 2 investigated the same hypothesis as experiment 1; that is, V2 can be learnt

in an ALL experiment. Although the materials remained unaltered from experiment 1,

two crucial changes were made in comparison to experiment 1. First, production trials

were included in the training, following findings of Hopman & MacDonald (2018). As

a result, a production test was also included in the testing phase of the experiment.

The second change was the tested population. Participants were recruited through

Prolific instead of MTurk. This change was motivated by recent findings indicating

a generally better performance of Prolific users in behavioural experiments (Peer et

al. 2021, Uittenhove, Jeanneret & Vergauwe 2023). The eventual goal of the altered

experiment design was to boost the performance of participants in comparison with

experiment 1.

The results provide strong evidence for the investigated hypothesis. Participants’

judgements exhibit the same pattern as in experiment 1 in that all of my predictions

were confirmed: The high acceptance rate of V2-familiar sentences indicates that

participants have learnt the structures in the input. Furthermore, the high acceptance

rate of V2-novel sentences suggests that participants had extrapolated the V2 rule to

novel sentence types. This is further supported by the low ratings for V3 sentences

showing that participants were able to discriminate between novel grammatical and

ungrammatical structures.

When it comes to the production data, the results did not fully match my predictions.

However, as I will argue, they still provide support in favour of the hypothesis. The

frequency of V2 sentences varies for different sentence types, contrary to my prediction.

The analysis has shown that the frequency with which verbs are placed in second

position in productions is significantly above chance. Even though sentences with

complex adjuncts and indirect objects had significantly fewer verbs in second position

than sentences with simple adjuncts, the overall proportion is still very high (cf. Figure

2.5). That is, participants still extrapolated the position of the verb to sentences with

novel constituents. In fact, this pattern matches the judgement data perfectly. As shown

in the exploratory analysis, the acceptance rate of V2-familiar sentences is significantly

higher than the one of V2-novel sentences. Further support that V2 was learnt comes

from the analysis of postverbal word order. Participants appear to have assigned the

hierarchical structure commonly associated with V2 languages to the input (i.e. sentence-

medial adjuncts adjoined to VP/vP). This could indicate that verbs undergo movement

to the left periphery — a defining feature of V2.

The second prediction for the production data was also not confirmed. I predicted that

participants should produce V2 sentences with novel constituent types in clause-initial

position (as opposed to V2 sentences with familiar clause-initial elements) at higher

than chance level. The statistical analysis revealed though that participants produced

V2 sentences with clause-initial novel constituents below chance level. Recall that the
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production test preceded the judgement task and exclusively previously unseen lexical

items were used. In this light, the fact that participants placed novel constituents in

clause-initial position at all is worth underscoring. In fact, the prediction might have

been too strong. There is no evident reason as to why participants should use a novel

constituent type more frequently than others. Studies have shown that participants prob-

ability match their input under certain circumstances (Hudson Kam & Newport 2005,

2009, Smith & Wonnacott 2010). That is, participants reproduce the input frequency of

constructions more or less veridically in experiments. If participants were probability

matching, one would expect only very few initial novel constituent types. Consequently,

the fact that novel constituent types account for over 10% of all constituents placed in

clause-initial position in V2 sentences supports the overall observed extrapolation. This

conclusion would still hold, if processes other than probability matching were at play

here. For instance, it is conceivable that participants have formed ad hoc strategies

during training to account for different structures. These strategies would not licence

structures with clause-initial novel constituent types. Hence, the production of sen-

tences like these provides strong evidence that participants extrapolated the flexibility

of clause-initial position to novel structures.32

Taken together, the results of experiment 2 confirmed the findings of experiment 1 as

to the learnability of a V2 language in ALL experiments. However, the main motivation

for altering the initial experiment design was to increase the learning performance of

participants. The exploratory analysis has shown that the acceptability rates of V2-

familiar and V2-novel sentences in experiment 2 are, albeit numerically higher, not

statistically different from those in experiment 1. At the same time, participants in the

second experiment discriminated significantly better between V2-novel sentences and

ungrammatical V3 sentences. This contrast constitutes an important finding because it

demonstrates that the changes to the experiment design were indeed effective. Although

the changes did not improve the degree to which participants extrapolated V2 to novel

structures, they still improved learning. In other words, learners gained confidence

in the position of the verb. This finding poses the question whether training with

production trials, the different population or a combination of both contributed to the

improved performance. Unfortunately, the current design does not allow me to identify

the extent to which the two factors contribute to the improved learning performance. A

comparison with Rebuschat (2008) suggests, however, that the production component

affected learning positively at least. The acceptance rate for V3 sentences in the current

experiment (26.2%) approaches the one reported by Rebuschat (2008) closely (22.9%,

cf. Table 2.2). Seeing that both experiments involved some kind of production during

training, the parallel between the two experiments could be explained by the production

component of both. This would also shed new light on the relatively high acceptance

32The distribution of clause-initial constituents is inconclusive as to whether participants actually
probability matched. While subjects occur with approximately the same frequency as in the input
in initial position (36.0%), direct objects were clearly overproduced (49.8%). Participants might
have extended (i.e. generalised) the contexts where direct objects are used — a process that has
been observed in previous work (e.g. Hudson Kam & Newport 2009, Ferdinand, Kirby & Smith 2019,
Keogh, Kirby & Culbertson 2022).
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rate for V3 sentences observed in experiment 1. In the corresponding discussion, two

potential causes for the high ratings were identified. On the one hand, participants

underwent less training in my experiment compared to Rebuschat (2008). On the other

hand, the language in my experiment exhibited more differences from participants’

native language in terms of permissible clause-initial elements. In the light of the

findings of experiment 2, the lack of a production during training could be a third

explanation for the low ratings.

2.5 General discussion
The primary objective of this thesis is to investigate how variability in the input affects

the acquisition of a V2 language. In Chapter 1, artificial language learning (ALL) has been

identified as a suitable experimental methodology for addressing this research question.

The goal of the current chapter was therefore to establish an experimental design that

enables participants to learn a V2 language. From the discussion of previous work that

has employed either semi-artificial of fully-artificial V2 languages (without investigating

V2 itself), valuable insights could be gained. First and foremost, V2 can indeed be learnt

in an ALL experiment. However, I also identified four design aspects requiring revision.

First, participants should be taught the language incidentally to ensure that participants

use solely their intuitions at test. Second, the training items should all be semantically

plausible as implausible items might slow down learning. Third, the syntax should

be kept minimalist. That is, just a single verb position should be included unless the

research question explicitly dictates otherwise. Finally, the way in which learning a V2

language is measured should be revised. It was argued that participants’ generalisation of

the flexibility of the clause-initial position to novel constituent types should be assessed.

The efficacy of the suggested modifications were then tested in an ALL experiment.

Participants were taught a semi-artificial language consisting of English vocabulary and

a V2 syntax and subsequently tested on their knowledge of the language. All predictions

were confirmed. Participants learnt V2 structures with familiar constituent types in

clause-initial position. Furthermore, participants generalised XP-fronting to the clause-

initial position to previously unseen constituent types, while rejecting ungrammatical V3

sentences. These results thus add to earlier findings showing that V2 can be learnt in an

ALL experiment. A descriptive comparison with the results of Rebuschat (2008) revealed

a similar acceptance rate of V2 sentences with familiar constituents in clause-initial

position. However, the ratings for V3 sentences were significantly lower in Rebuschat

(2008). Although this might be interpreted as ineffectiveness of the modifications to

the design, I argued that the opposite is the case. The language learnt by participants in

my experiment deviated more from participants’ native language due to the exposure

to uncommon object-initial sentences. The fact that participants achieved a similar

degree of learning for V2 sentences with familiar clause-initial constituents (in face of

the increased language difficulty) points to the effectiveness of the introduced changes.

Although experiment 1 successfully demonstrated the usefulness of the design changes,

two further changes were suggested to improve the learning performance. The first

concerned the inclusion of a production component during training, whereas the second
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pertained to the tested population. Instead of recruiting participants from MTurk,

Prolific should be used for recruitment. The first experiment was thus repeated with the

suggested changes. Akin to experiment 1, the judgement data showed that participants

learnt the input structure and extrapolated XP-fronting to novel constituent types. At

the same time, ungrammatical sentences exhibited a lower acceptance rate than V2

sentences with familiar and novel constituent types in clause-initial position. Although

not all predictions were confirmed for the production data, there was still strong

evidence that participants learnt the language. The comparison of the judgement

data from experiment 1 and experiment 2 revealed that the only statistically reliable

difference between the two experiments lies in the ratings for V3 sentences: The

acceptance rate was significantly lower in experiment 2. That is, the inclusion of

production trials and a changed population increased participants confidence in the

position of the verb.

The two experiments combined demonstrate that ALL constitutes a suitable meth-

odology for investigating V2. Participants are able to learn the language to a degree

that allows studying the effect of variability in the input on the acquisition of V2. This

is reflected in participants’ ability to discriminate between grammatical and ungram-

matical patterns. My findings add to earlier studies that have used a V2 language for

investigating different questions. The two experiments, however, provide a stronger

test of learning V2. Previous studies only tested participants knowledge with structures

that were familiar to participants. That is, by showing that participants extrapolate

XP-movement to novel types of constituents, compelling evidence is provided that

participants learn a genuine V2 grammar and not a grammar that merely licences

subject-, object- and adjunct-initial structures.

The results of the two experiments have important implications for experimental

designs for studying V2. The first concerns the type of the language. Even though

artificial and semi-artificial languages can be learnt in an experimental setting, semi-

artificial languages offer certain advantages over fully-artificial languages. On the

one hand, participants can focus exclusively on learning the syntactic patterns of

the language. On the other hand, a broader range of lexical items can be used. By

increasing the number of lexical items (compared to a fully-artificial language), chances

decrease that participants derive incorrect lexically conditioned rules. Although one

might object to the use of semi-artificial languages on grounds of their close resemblance

to participants’ native language, the results of the two experiments contradict such

a conclusion. The used V3 structures are very similar to topicalisations in English. If

participants used their native language as basis for their judgements, V3 sentences should

have received significantly higher acceptance rates than they actually did. There is also

independent evidence suggesting that such a stance is unsubstantiated. Culbertson &

Adger (2014) taught English-speaking participants an English-based language in which

modifiers follow the noun. Participants were exposed to only one modifier at a time

during training. At test, participants had to infer the order of two or three modifiers.

Interestingly, participants did not simply reproduce the English word order (i.e. noun-

adjective-numeral-demonstrative) but rather homomorphic orders (i.e. demonstrative-

numeral-adjective-noun). When later repeated in a fully-artificial language learning
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experiment, the same results were obtained (Martin et al. 2020). In other words, the

semi-artificial language did not confound the results. Hence, semi-artificial language

can be used for studying V2.33

The second implication also relates to the nature of the language. In the discussion

of the results, it has become evident that multiple verbal positions slow down the

learning process, especially when participants are trained on a semi-artificial language.

The language should thus be kept as simple as possible. This also includes the use of

exclusively semantically plausible sentences.34

Another implication pertains to the manner in which participants are taught the

language. The contrast between experiment 1 and experiment 2 indicates that the

introduction of a production component fosters participants’ learning. The benefits of a

production component lie not so much in a better generalisation of XP-movement but

rather in a better discrimination between ungrammatical sentences and structures with

unfamiliar clause-initial constituents.

Finally, the experiments also highlighted that the participant pool has to be chosen

very carefully. If experiments are not run in-person in a lab but online, not all platforms

might be equally suitable. Following previous research suggesting that MTurk users

are less suitable for experimental work, the participant pool was changed from MTurk

users to Prolific users. When all these insights are implemented, V2 can be studied

experimentally.

2.6 Summary
The purpose of this chapter was to develop an experimental design that enables the

investigation of V2 with artificial language learning (ALL) experiments. After reviewing

previous work that used artificial V2 languages in their experiments, potential modi-

fications of previous designs were identified. Albeit showing that V2 can indeed be

learnt in an experimental setting, previous experimental designs included features that

could potentially hinder learning. The efficacy of the alterations was tested in two

experiments using a semi-artificial language. The results of the experiments show that

participants’ learning improved, even though this was somewhat obscured by the use of

a language with a broader variety of clause-initial constituent types. Additionally, the

results underscored the benefits of including production trials in the training as well as

the need to choose the tested population carefully. With the experimental design in

place, the research question can now be investigated. As the results of the next chapters

will show, the hypothesis developed in Chapter 1 needs to modified to incorporate the

role of variability in grammatical categories.

33Note that the experimental results outlined in the subsequent two Chapters indicate that participants’
L1 does in fact confound the results, at least to some extent. As already mentioned above, this finding
will prompt a revision of the initial hypothesis formulated in Chapter 1 such that variability in
grammatical categories will be taken into consideration for the learnability of a V2 grammar.

34It might, however, be desirable to examine the contribution of alternating verb positions as found in
SOV languages with V2 orders in future work.
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CHAPTER 3

COMPARING THE EFFECTS OF
VARIABILITY IN THE
CLAUSE-INITIAL POSITION

3.1 Introduction

The main goal of this thesis is to investigate the relation between the loss of V2 and

the variability in the clause-initial position. According to the hypothesis developed in

Chapter 1, lower variability in the initial position should lead to the loss of V2: Without

such variability, learners will fail to generalise that no fixed association exits between

the clause-initial position and a particular grammatical function (e.g. subjects or objects).

To investigate this hypothesis, an experimental design was devised in Chapter 2 that

enables the study of V2 with artificial language learning (ALL) experiments. The present

chapter reports the results of an ALL experiment (i.e. experiment 3) scrutinising the

hypothesis formulated in Chapter 1 by using the experimental design developed in

Chapter 2. Three conditions were compared which differed only with respect to the

proportion of different clause-initial constituent types. Participants in the first condition

were trained on a semi-artificial language that exhibits the highest variability in the

clause-initial position. That is, subjects, direct objects and adjuncts were realised equally

frequent in the initial position. The two remaining conditions were characterised by

less variability: Both conditions are similarly skewed, but the dominating elements

differ; either adjuncts or objects account for the most frequent clause-initial element.

Recall from Chapter 2 that the participants in both experiment 1 and experiment 2

were trained on a language that featured all constituent types with the same frequency

in clause-initial position. In other words, the experiments already tested one of the

conditions. For this reason, the results of experiment 2 (cf. §2.4) — whose design

was identical to experiment 3 — were compared with the two skewed conditions.

Experiment 1 was unsuitable due to the differences in the design. That is, only two

additional conditions were run.

The chapter further presents the results of a large-scale corpus study that investigated

the distribution of clause-initial constituents in German. The study thereby deviates from

most previous work, which examined only small data sets. Even though the focus of this

thesis lies on experimental work, corpus work can provide further valuable evidence
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for the question at hand. If present-day V2 languages are characterised by a highly

variable clause-initial position, such distributions could serve as additional evidence

in favour of the hypothesis investigated here. As this chapter will show, however, the

experimental results do merely provide partial support for my hypothesis. Although

participants exposed to a high variability in clause-initial grammatical functions showed

better learning than the learners in the condition where objects dominated, learners

in the adjunct-dominant condition outperformed both conditions. Two (mutually non-

exclusive) interpretations will be offered: First, the apparent learning advantage of

the adjunct-dominant condition could be attributed to a facilitating influence from

participants’ L1. Second, a large amount of adjuncts could be beneficial for learning a

V2 grammar. This can be explained if learners are not sensitive to variability in clause-

initial grammatical functions but rather grammatical categories — hence requiring

a revision of the hypothesis developed in Chapter 1. Crucially, a redefinition of the

relevant domain of variability does not constitute an issue: As stated in §1.5.2, the

focus on grammatical functions was merely a stipulation. The corpus corpus findings

also lend support to the second interpretation in that a high proportion of clause-initial

adjuncts was found for German.

The main body of the chapter (i.e. the results of the experiment and the corpus study)

has been accepted for publication in Journal of Historical Syntax. The paper has been

previously published as the following co-authored preprint and has benefited from the

comments of two anonymous reviewers:

Marc Meisezahl, Simon Kirby & Jennifer Culbertson. 2023. Variability and learning

in language change: The case of V2. OSF Preprints. doi:10.31219/osf.io/c6gbp

CRediT author statement Marc Meisezahl: Conceptualisation, Methodology, Software,
Formal analysis, Investigation, Data Curation, Writing – Original Draft, Writing – Review

& Editing, Funding acquisition. Simon Kirby: Conceptualisation, Methodology, Writ-

ing – Review & Editing, Funding acquisition. Jennifer Culbertson: Conceptualisation,

Methodology, Writing – Review & Editing, Funding acquisition.
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3.2 Variability and learning in language change: The case
of V2

Abstract The loss of V2 has received considerable attention in the past with

some theories linking it to learning (e.g. Lightfoot 1999, Yang 2002). Here,

we use artificial language learning experiments to test, in a controlled setting,

what factors affect learning of V2. Specifically, we build on previous work

demonstrating a general beneficial effect of input variability. We explore

the role of variation in clause-initial constituents by comparing artificial

languages that differ both in the kinds of grammatical functions that tend

to appear in initial position, and the level of variability present. We find

that these different distributions of clause-initial constituents indeed affect

V2 learning outcomes. However, contrary to our predictions, a language

with the highest level of variability is not the best learnt. Rather, a language

containing many adjunct-initial sentences was learnt best. We discuss the

possibility that a high quantity of clause-initial adjuncts is in fact important

to acquiring V2 grammars in natural language. We find further support for

this in corpus data indicating a high proportion of adjunct-initial sentences in

stable V2 languages and a low proportion in languages that had been in the

process of losing V2. We also discuss the role of variability in grammatical

categories rather than roles, which might give languages with many clause-

initial adjuncts an advantage. Taken together, our findings establish the first

evidence for a causal link between the reduction of evidence and the loss of

V2.*

1 Introduction
Most modern Germanic languages are verb second (V2) languages. That is, the verb is

obligatorily realised in the second position of a clause and no restrictions apply as to

the grammatical function or category of the clause-initial constituent (Holmberg 2015).

For instance in German, subjects (1a), objects (1b), adjuncts (1c) and past participles

can all occupy the initial position (1d), but verbs must be in second position.

(1) a. Die

the

Maus

mouse

geniesst
enjoys

eine

a

Scheibe

slice

Raclettekäse

raclette cheese

auf

on

der

the

Alm.

alp
‘The mouse enjoys a slice of raclette cheese on the alp.’

*We are indebted to Mora Maldonado for helping with the experiment design, the analysis and providing
parts of the code. Furthermore, we thank Alexander Martin and the audiences of CONSOLE 30 in
Nantes and DiGS 23 in New York and two anonymous reviewers for valuable input. This project
received funding from the European Research Council (ERC) under the European Union’s Horizon
2020 research and innovation programme (grant agreement No 757643), and from ESRC grant
ES/R011869/1.
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b. Eine

a

Scheibe

slice

Raclettekäse

raclette cheese

geniesst
enjoys

die

the

Maus

mouse

auf

on

der

the

Alm.

alp

c. Auf

on

der

the

Alm

alp

geniesst
enjoys

die

the

Maus

mouse

eine

a

Scheibe

slice

Raclettekäse.

raclette cheese

d. Genossen

enjoyed

hat
has

die

the

Maus

mouse

eine

a

Scheibe

slice

Raclettekäse

raclette cheese

auf

on

der

the

Alm.

alp

While on the surface, many English sentences also follow a V2 pattern, subjects must

occupy the preverbal position (2a), and additional elements in the left-periphery lead

to V>2 orders (2b).

(2) a. *A slice of raclette cheese enjoys the mouse on the alp.
b. On the meadow, the mouse enjoys a slice of raclette cheese.

This reflects change: Earlier stages of English followed a word order pattern akin to

(1) (van Kemenade 1987, Fischer et al. 2001), a pattern of change that is attested in a

number of other languages (Willis 1998, Meelen 2016, Wolfe 2018). The loss of V2 has

been the subject of longstanding research, with some theories tying it to learning. Like

any other feature of language, evidence for V2 has to be sufficient in the input learners

receive, otherwise it will not be acquired (Lightfoot 1999, Yang 2000). For V2, it has

been claimed that exposure to sentences with verbs in second position does not on its

own suffice. Rather, non-subject-initial sentences, like the ones in (1), form a crucial

part of the evidence for V2 (Yang 2000). This is supported by historical data showing a

link between the increase in subject-initial sentences and loss of V2 (e.g. Roberts 1993:

199). Intuitively, if a large proportion of the sentences in the input involve SV orders,

then the learner may acquire a grammar similar to modern English, rather than V2. In

principle, exposure to a preponderance of sentences with any particular constituent

type in first position (e.g. subject, object, etc.) could lead the learner to an analysis that

favours a non-V2 grammar.

In this paper, we use a novel experimental method to explore the role of variation

in the initial constituent in learning V2. Specifically, we ask whether learning V2 in a

miniature artificial language is affected by the level of variability in the grammatical

roles (i.e., subject, object and adjunct) of clause-initial constituents. We are specifically

interested in the way participants generalise from the input. Forming abstract gram-

matical representations from the input constitutes a central task in language learning.

In the case of V2, learners need to build representations without a fixed mapping

of grammatical roles to the clause-initial position. If more variability increases the

likelihood of generalisation — i.e., to novel types of constituents — and less variability

decreases this likelihood, we will have the first direct evidence for a causal link between

the frequency of non-subject-initial sentences and the loss of V2. If a learner fails to

generalise to novel initial constituents but instead learns a more constrained grammar,

where a specific grammatical role or set of roles appear in initial position, then the first

steps toward the loss of V2 have essentially been taken. When considered on a larger

timescale, even a weak tendency toward learning a more constrained grammar can
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be amplified through cultural transmission (Kirby, Cornish & Smith 2008, Kirby et al.

2015) with the result that V2 is lost at the population-level.

The results of our experiment suggest that the learning and hence generalisation of a

V2 grammar is indeed affected by variation, however we found that learning is best

when the language exhibits a large amount of adjuncts in clause-initial position and worst

when objects dominate the clause-initial position. Although this does not exactly fit our

initial hypothesis, which concerned variation in grammatical functions, our results still

provide evidence for a fostering effect of variability on learning. Specifically, this may

indicate that instead of a high variability of grammatical functions, a high variability

of grammatical categories (e.g. DPs, PPs & AdvPs) in the clause-initial position is what

fosters generalisation. This finding is further supported by a large-scale corpus study on

the distribution of clause-initial constituents in German. In line with previous studies on

Germanic and Romance, we find that adjuncts account for the most frequent constituent

type in clause-initial position after subjects.

This paper is structured as follows: We first motivate our hypothesis (§2). We will

then report the results of our artificial language learning experiment (§3). In §4, we will

present a large-scale, multi-corpus analysis of variation in the clause-initial constituent

in a natural V2 language, German. We will conclude with a discussion of what our

findings mean for research on the historical loss of V2 in §5.

2 The role of learning in the loss of V2
V2 is a cross-linguistically rare phenomenon (Holmberg 2015: 343).1 There are some

languages (including most Germanic languages other than English) which have exhibited

relatively strict V2 since their earliest records, in some cases developing even stricter

V2 order over time (Eythórsson 1995, Axel 2007, 2009, Axel-Tober 2018, Þorgeirsson

2012). There are other languages which have had and lost, to varying degrees, their V2

status (including English van Kemenade 1987, Roberts 1996, the Romance languages

Benincà 1995, Wolfe 2018 and Welsh Willis 1998, Meelen 2016). Why is V2 rare, and

what leads some languages to retain, and even strengthen V2, while others lose it?

One possibility is that the rarity and fragility of V2 is due to the kind of evidence

that is needed for learners to acquire it. In a prominent account, Yang (2000, 2002)

argues that the loss of V2 is tied to changes in the linguistic input of learners. For

example, looking at the case of French, Yang (2000) argues that to retain a V2 grammar,

unambiguous evidence to support V2 (i.e. OVS and XVSO sentences, must outnumber

the evidence against V2 (i.e., SXVO and XSVO). Crucially, because Middle French was

a pro-drop language, non-subject-initial V2 sentences could not provide unambiguous

evidence for V2: a V2 analysis i.e., [X V pro], or an SVO analysis i.e., [X pro V], are both

possible. Yang (2000) uses counts from Roberts (1993: 148, 155) to argue that in Middle

French, unambiguous V2 sentences decreased to such an extent that a SVO grammar

gained an advantage over a V2 grammar. The cue-based learning model of Lightfoot

(1999, 2006) also takes a learner-centred approach to the loss of V2. In this model, cues

1To the best of our knowledge, 21 languages have been categorised as V2.
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— CP[XP CV…] in the case of V2 (Lightfoot 2006: 86) — need to be sufficiently expressed

in the input to ensure successful learning (Lightfoot 2006: 82). Both of these accounts

suggest that sufficient unambiguous evidence for V2 must be present for successful

acquisition. But they also highlight the role of variability in sentence structures as a

key aspect of evidence for V2. For example, it is not just the absence of V3 sentences

that matters, but the presence of OVS and XVS alongside SVO sentences.

There is independent evidence from various domains suggesting that greater variabil-

ity can in some cases benefit learning (see Raviv, Lupyan & Green (2022) for a recent

review). For example, Gómez (2002) and Gómez & Maye (2005) show that learning

of non-adjacent dependencies is successful only when there is sufficient variation in

the elements that occur between two dependents. For example, learners exposed to

sequences of the type ‘aXc’ only learn that ‘a’ elements must be followed by ‘c’ elements

when there are sufficiently many different ‘X’ elements. Here, variability helps learners

to focus on key patterns of interest, and rule out irrelevant information: variability in

the intervening elements helps learners to move from a focus on transitional probab-

ilities between adjacent elements (e.g. ‘aX’ or ‘Xc’) to the non-adjacent dependency.

The elements in these experiments could in principle represent grammatical categories

(e.g. pronoun + verb + agreement marker), constructions (e.g. be + verb + -ing),

or grammatical functions (Gómez 2002: 431). While the current study does not focus

on dependencies, the intuition remains the same: variability helps draw the learner’s

attention to critical constraints — here the position of verb — and provides evidence

for what is unconstrained — the sentence-initial position. In line with Yang (2000) and

Lightfoot (1999, 2006), we specifically pursue the idea that more variation in the clause-

initial constituent provides more robust evidence for generalised XP-movement and a V2

grammar. In particular, we predict that V2 grammars are learnt best when variation

in the types of grammatical roles (i.e., subjects, objects and adjuncts) of clause-initial

constituents is highest. The degree to which participants generalise XP-movement will

affect the preservation of V2 in the grammar. A weaker generalisation will eventually

lead to the loss of V2 as constraints on the clause-initial position are amplified through

cultural transmission.2,3 We test this prediction using an artificial language learning

experiment.

2See also Cournane & Klævik-Pettersen (2023) for another account of the loss (and rise) of V2 that
focuses on the role of learning. Their account highlights the conservative nature of learners when it
comes to the acquisition of syntactic structures. Note that the account of Cournane & Klævik-Pettersen
(2023) and our account are not necessarily in conflict but can complement each other.

3It should also be noted that the positive effects of variation in this context do not contradict the
potential negative effects of variation elsewhere in learning. For example, when a fixed rule must
be learned, then variation in the form of exceptions can be problematic for learning. For example,
according to the Tolerance Principle (Yang 2016), rule learning is sensitive to a specific threshold
of exceptions. Specifically, the Tolerance Principle predicts that if the number of exceptional forms
(e.g. irregular past tense forms) remains below a threshold, a rule (e.g. past tense) will be considered
productive by learners. Crucially in the context of V2, the rule learners need to acquire is that the
mapping between first position and grammatical role is not fixed. Thus in this case, more variability
provides more evidence.
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3 Artificial language learning experiment
To test our hypothesis experimentally, we conducted an artificial language learning

(ALL) experiment. ALL studies allow researchers to create miniature linguistic sys-

tems in which variables of interest can easily be manipulated and variables not of

interest controlled (for a review see Culbertson & Schuler 2019). It has been shown

that artificial languages are learnt in similar ways to natural languages (Ettlinger et al.

2016), and there is substantial evidence that learners’ preferences in ALL studies align

with linguistic typology (Culbertson 2012, 2017, 2023, Culbertson & Schuler 2019).

Consequently, participants’ behaviour in experiments provides an important source of

evidence from which to draw conclusions about the link between learning and natural

language structure. Previous studies have suggested that it is possible to learn V2 in an

artificial language (Getz 2018, 2019, Rebuschat & Williams 2012, Tagarelli et al. 2016,

Ruiz, Tagarelli & Rebuschat 2018). In our study, participants learn a novel miniature

artificial language involving English lexical items which conform to a (non-English-like)

V2 grammar. The verb always comes second, but our study design manipulates the

distribution of clause-initial elements participants are exposed to. We included three

conditions: a uniform condition in which subjects, direct objects and adjuncts occurred

equally frequently in clause-initial position and two conditions with skewed distri-

butions where either adjuncts or objects accounted for the majority of clause-initial

constituents. We predict learners in the uniform condition will be more likely to acquire

a V2 grammar compared to the skewed conditions. Importantly, we measure learning

V2 in terms of the critical feature of V2 languages: generalisability of clause-initial

position (equivalent to XP-fronting).

3.1 Methods
The design, the hypotheses, predictions and analyses were preregistered prior to data

collection. We implemented the experiment using the JavaScript library jsPsych (de

Leeuw, Gilbert & Luchterhandt 2023). All materials are available online.

3.1.1 Participants
314 participants were recruited online using Prolific. By using in-built Prolific filters,

the participant pool was restricted to United States nationals, who are monolingual

speakers of English that were also raised monolingually.4 We also used Prolific filters to

exclude participants whose subject at university was English literature, English language

or languages more broadly. Finally, only participants with an approval rating of 95% or

higher were invited to participate. Following our pre-registered exclusion criterion, 82

participants were excluded due to low performance in the first half of the experiment

(cf. §3.1.3) and two participants had to be excluded due to knowledge of a V2 language

(as determined by a post-experiment questionnaire). Data analysis therefore included

4The experiment received ethical approval from the ethics board of the Linguistics and English Language
department at the University of Edinburgh (180-2021/2). All participants gave informed consent
before their participation.
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74 participants in the uniform condition and 78 participants in each of the two skewed

conditions.

3.1.2 Materials
Stimuli sentences were constructed using a semi-artificial language. The vocabulary

of the language consisted of English lexical items, but the word order followed a non-

English-like V2 pattern. All sentences were comprised of a verb, a subject, an object,

an adjunct, and an additional adverb. The verb was always in second position, with

either a subject, an object, or an adjunct in initial position. The adverb served as

an additional cue to the non-English-like structure of the language, cf. (3). It always

appeared to the right of the finite verb (unlike in English), indicating movement of

the verb out of the VP/vP to a higher functional projection (Vikner 1995, Waldmann

2008, Westergaard 2009a). Using English lexicon items allowed us to train participants

on the grammar in a short time (given the length and complexity of the sentences),

and allowed us to control for lexical novelty (as described below) in testing whether

participants generalise XP-fronting to novel types of constituents in each condition. A

number of other studies have demonstrated that results obtained with semi-artificial

languages can be replicated with a fully-artificial language (Culbertson & Adger 2014,

Martin et al. 2019, 2020).

The distribution of elements (subject, object, adjunct) in first position depended on

the condition. In the uniform condition, all three were equally likely to appear in initial

position. In the object-dominant condition, objects were more likely to appear in initial

position. In the adjunct-dominant condition, adjuncts were more likely to appear in

initial position. Because we use an English lexicon, and English is SVO, we did not run

a subject-dominant condition. Participants were randomly assigned to a condition.

We created 30 unordered sets of constituents used for training. For each set, three

different sentences — subject-initial, object-initial and adjunct-initial — were created

yielding 90 sentences in total. This process is illustrated in (3) (bold, italics and underline

used here for illustrative purposes only). Each constituent was a phrase made up of a

single word or two words. Constituents in each set were unique, and no constituent

was used in more than one set.

(3) {revises, in Boston, a novel, the author}

a. The author revises eventually a novel in Boston.
b. A novel revises the author eventually in Boston.
c. In Boston revises the author eventually a novel.

Subjects were always animate and objects inanimate. Subjects were DPs or proper

nouns, objects were DPs. To further facilitate identification of grammatical roles, only

verbs denoting irreversible actions were included. Adjuncts were temporal or locative

adverbs, PPs or few adverbially used DPs.

For the uniform condition, we used all subject-initial, object-initial and adjunct-initial

sentences created from the 30 unordered sets. That is, each constituent type occurred

equally frequent in clause-initial position in the training. By contrast, for the skewed
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Condition Subject-initial Object-initial Adjunct-initial

Uniform 30 30 30

Object-dominant 18 54 18

Adjunct-dominant 18 18 54

Table 3.1: Distribution of subject-initial, object-initial and adjunct-initial sentences in

each of the three conditions.

conditions, the dominant element accounted for 60% of all sentences, whereas non-

dominant elements accounted for 20% each (Table 3.1). We chose 60% as frequency for

the dominant constituent type as this lies within the range of the dominant constituent in

V2 languages (cf. §4). As a result of the skew, only a subset of all possible combinations

could be included and some sentences were repeated. For eight of our thirty unordered

sets, we replaced one of the sentence variants with a non-dominant constituent in

clause-initial position with the variant featuring the dominant constituent (i.e., either

adjunct or object) in clause-initial position. For example, participants in the adjunct-

dominant condition could have seen (3a) once and (3c) twice during training. We

repeated sentences rather than including new ones in order to control lexical variation

across conditions. Sets were randomly selected for repetition for each participant. We

assigned each sentence of the same set to three different blocks. The distribution of

clause-initial elements in each block adhered to the same overall pattern (i.e. uniform

or skewed). For each condition, three training lists were created from the three different

blocks by Latin Square. The order in each block was randomised for each participant.5

The first training block will be used for the reading trials and the second and third

block for the production trials (cf. §3.1.3).

For the testing phase, two different sets of materials were constructed. The first type

was used for production testing, and consisted of unordered sets of constituents that

were presented to participants as buttons they could choose to create a sentence (see

§3.1.3). Each set could contain the same types of constituents featured in training

(i.e., subject, a direct object, adjunct, adverb) or they could contain one of two novel

constituent types. In complex adjuncts trials, adjuncts comprised of three words (i.e.,

containing an additional determiner or modifier as in (4b)) rather the simple adjuncts

used in training (as in (4a)). These trials allow us to test whether participants are

sensitive to constituent length when they make generalisations about what can be

fronted. In the indirect object trials, an indirect object replaced the adjunct (4c). These

trials allow us to test whether participants generalise XP-fronting to novel constituent

types.

(4) a. {the driver, delivers, grumpily, the food, this afternoon}

b. {Jayden, sweeps, halfheartedly, the floor, in the bathroom}

c. {Charles, suggests, cheekily, a whiskey, to the friend}

5Examples of a training set for each condition can be found here.
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Figure 3.1: Example trial for reading task during training. Constituents were revealed

one at a time, i.e., Thomas, causes, unfortunately, an accident and on Friday.

Participants were then prompted to identify a particular constituent by

clicking on it.

Four sets of each trial type — i.e., seen in training (i.e., with a simple adjunct), complex

adjunct, or indirect object — were constructed, for twelve total sets. All constituents

apart from adverbs were novel in the sense that they were not words or phrases seen in

the training stimuli. Adverbs could be repeated from the training stimuli.

The second set of testing items was constructed for use in the sentence judgement

phase (see §3.1.3). These items were created by crossing two factors: verb position

(V2 or V3) and initial constituent (simple adjunct, complex adjunct, direct object,

or indirect object). (5a) and (5b) exemplify the V2 sentences with initial indirect objects

and complex adjuncts, respectively. Similarly, V3 sentences with initial indirect object

and complex adjunct are illustrated in (6a) and (6b). For each factor combination, four

sentences were created. We applied the same construction criteria on the different con-

stituents as described above. Again, only adverbs were repeated, all other constituents

involved new lexical items.

(5) a. To the congregation shows the priest silently the candle.
b. In late April regrets the politician openly his misconduct.

(6) a. To the doctor the patient describes precisely the pain.
b. At the moment the referee verifies briefly the decision.

3.1.3 Procedure
Participants accessed the experiment through a web browser on their personal computer

or laptop. At the start of the experiment, participants were informed that they would

be learning a recently discovered dialect of English that differs from other varieties

of English in greater flexibility of the word order. The experiment was divided into a

training phase and a testing phase. Participants were assigned randomly to one of three

training lists per condition. The training phase was comprised of two parts: sentence

reading and production. Before the reading trials, participants were told they would

see sentences and be asked to identify either the actor of the action (i.e., subject), the

passively involved entity (i.e., object), the action (i.e., verb) or the time/location of

the action (i.e., adjunct). Then, on each trial, a sentence was revealed, one constituent

at a time, with a delay of 500ms between constituents in order to give participants
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Figure 3.2: Example trial for production task during training. The initial constituent

was always shown on the screen, the remaining constituents were provided

as buttons beneath. Participants had to simply click on words to construct a

sentence. The order of the constituents was randomised for each participant.

sufficient time for reading. After the full sentence was visible, participants were asked

to click on one of the constituents, as in Figure 3.1. Feedback was provided after each

trial (shown for 450ms if correct; 850ms if incorrect). Participants’ performance on this

task was used as pre-registered exclusion criteria: Only participants who achieved a

score of 90% or higher were included for further analysis (cf. §3.1.1).6,7 Participants

completed 30 trials of this kind.

Participants then moved on to production training (see Hopman & MacDonald 2018

for evidence of the benefit of production during language learning). On each trial, an

initial constituent was provided together with four blank lines, as in Figure 3.2. The

remaining constituents appeared underneath, each in a separate box. Participants were

instructed to fill in the blanks by clicking to insert each constituent into the sentence.

All words had to be used. The order of the buttons was randomised for each trial and

participant. Participants received feedback after each trial (shown for 1500ms if correct;

3000ms if incorrect). Any incorrectly placed constituents in the sentence produced were

highlighted in red. Participants completed 60 trials of this type.

The testing phase was comprised of two parts: sentence production and judgement.

Sentence production in testing was identical to production in training, except no initial

6Note that this task is mainly to check that participants are attending to the training. It does not require
participants to actually learn anything about the language.

7A reviewer asks whether the high number of exclusions (cf. §3.1.1) is caused by the difficulty of the
attention task, citing the technical terminology (e.g. passively involved entity for objects) as a potential
reason. We do not think that this is the case. First, participants were given a thorough explanation of
this task. Second, conditions were affected differently. In the uniform and adjunct-dominant condition,
we had to exclude 23 and 19 participants, respectively. The attrition rate for the object-dominant
condition was much higher with 40 participants. This suggests that the issue lies with the difficulty
participants have in learning the object-dominant pattern, discussed further below.
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Figure 3.3: Example trial for judgement task during testing. Participants had to decide

whether the sentence could be uttered by a speaker of the language.

constituent was provided, and no feedback was given. Participants completed 12 trials

of this kind. In the judgement task, participants were asked to judge whether a speaker

of the dialect would say a given sentence. On each of the 32 trials, a sentence appeared,

and participants chose ‘yes’ or ‘no’ as in Figure 3.3. Again no feedback was given. The

experiment finished with a questionnaire inquiring participants’ language background

and strategies employed during the experiment. Table 3.2 provides a summary of the

outlined design.

3.2 Predictions
Recall that we operationalised learning of a V2 language as generalising, or extrapolating

XP-fronting to novel constituent types: namely indirect objects and complex adjuncts.

Our hypothesis was that greater variability in types of clause-initial constituents should

aid learning of V2. Accordingly, we made two specific predictions, both measuring the

degree to which participants generalise XP-fronting. First, we predicted that participants

in the uniform condition would be more likely to produce or accept V2 sentences with

initial novel constituent types than participants in the skewed conditions. Second, we

predicted that the difference in acceptability between ungrammatical V3 sentences

and grammatical V2 sentences with novel constituent types would be greater in the

uniform condition compared to the skewed conditions. Recall that neither of these

sentence types will have been seen by participants, thus in principle they could both be

treated as ungrammatical in the language. However, if participants learn XP-fronting

as a generalisable feature, then they should judge fronted novel constituent types as

grammatical but V3 sentences as ungrammatical. We predicted learners in the uniform

condition should be more likely to do this than learners in the skewed conditions. We

made no predictions regarding any differences between the two skewed conditions.

3.3 Results
Our analyses were conducted in R (R Core Team 2020) using the packages lme4 for the

statistical analysis (Bates et al. 2015) and ggplot2 for plotting (Wickham 2016). The
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Part Task type n trials Feedback

Training
Reading 30 yes

Production 60 yes

Testing
Production 12 no

Judgement 32 no

Table 3.2: Summary of experimental design.

results of the hypothesis-confirming and exploratory analyses are summarised in Table

3.3.

3.3.1 Hypothesis-confirming analysis
Figure 3.4 shows the proportion of different constituent types in V2 sentences produced

by learners in each condition. Recall that indirect objects and complex adjuncts are

novel constituent types, and all remaining constituents are familiar (i.e. seen in initial

position during training). Regardless of the type, all constituents use novel lexical

items. We first assess whether learners in the uniform condition produced more V2

sentences with the novel constituent types in clause-initial position. We fitted a mixed-

effects logistic regression model to all V2 sentences that include a novel constituent

type in the sentence production test. The dependent variable was production of a

clause-initial novel constituent (=1) or an familiar constituent type (=0). The model

included condition (object-dominant, adjunct-dominant or uniform) as a fixed effect,

and by-participant and by-item random intercepts. condition was treatment coded

with object-dominant as baseline. The model revealed that participants in the adjunct-

dominant condition used more novel constituents clause-initially than the participants

in the object-dominant condition (β = 3.46, SE = .45, p = 2.16×10−14). Learners
in the uniform condition also produced significantly more novel constituents clause-

initially than learners in the object-dominant condition (β = .91, SE = .45, p= .04).

To directly compare the adjunct-dominant and uniform condition, we fitted a model

with identical effect structure to the same data with the adjunct-dominant condition as

baseline. This model revealed that participants in the adjunct-dominant condition used

more novel constituents clause-initially than the participants in the uniform condition

(β =−2.55, SE = .43, p= 2.75×10−9). These findings do not straightforwardly match
our predictions. First, the skewed conditions unexpectedly differ from one another.

Second, while learners in the uniform condition indeed fronted more novel constituents

than those in the object-dominant condition, they fronted fewer novel constituents than

learners in the adjunct-dominant condition.

Turning to the judgement data, we created a new factor sentence type by grouping

V2 sentences with initial simple adjuncts and direct objects together as V2-familiar.8 V2

8We did not include subject-initial V2-familiar sentences as those would be too similar to participants’
L1.
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Figure 3.4: Proportion of novel and familiar constituent types in V2 sentences by con-

dition in the sentence production test. The latter are the complement of the

former, hence the values of each condition add up to 1. Error bars repres-

ent bootstrapped 95% confidence intervals around by-participant means;

dotted line indicates chance level. Participants in the adjunct-dominant

condition produce significantly more V2 sentences with novel constituents

in initial position than the other two conditions. Participants in the uniform

condition in turn produce significantly more novel constituent types in the

clause-initial position.

sentences with an initial complex adjunct or an indirect object were grouped together

as V2-novel. All remaining combinations were grouped together as V3. The ratings for

all three sentence types are shown in Figure 3.5. We then tested whether learners in

the uniform condition were (i) more likely to accept V2-novel sentences compared to

the skewed conditions and (ii) less likely to accept V3 sentences compared to learners

in the skewed conditions. We fitted a mixed-effect logistic regression model to the

V2-novel and V3 data. The model included condition and sentence type as fixed

effects as well as an interaction term for both. The model also included by-participant

and by-item random intercepts and by-participant random slopes for sentence type.

Both fixed effects were treatment coded with the object-dominant condition and V2-

novel as reference level. To assess the first prediction, we investigated the simple

effect of condition. The model indicated that participants in the uniform condition

were more likely to accept V2-novel sentences than those in the object-dominant

condition, as predicted (β = .99, SE = .31, p= .001). In fact, the latter group were
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Figure 3.5: Acceptance rates of V2 sentences in the sentence judgement test across

three sentence types: V2-familiar, i.e. with clause-initial constituent types

seen during training, V2-novel, i.e., with novel clause-initial constituent

types, V3, i.e., ungrammatical sentences. Error bars indicate bootstrapped

95% confidence intervals of the mean. V2-novel sentences were accepted

at a higher rate in the adjunct-dominant condition compared to other two

conditions. V2-novel sentences were also accepted at a higher rate in the

uniform condition compared to the object-dominant condition.

not significantly more likely than chance to accept such sentences (β = −0.096, SE =

.25, p = .70). The model further showed that V2-novel sentences were significantly

more likely to be accepted by learners in the adjunct-dominant condition compared

to the object-dominant condition (β = 2.44, SE = .32, p= 3.16×10−14). To compare
the adjunct-dominant and uniform conditions, a further model was fitted to the data

with identical effect structure but the adjunct-dominant condition as baseline. This

model revealed that learners in the uniform condition were significantly less likely to

accept V2-novel sentences compared to participants in the adjunct-dominant condition,

contrary to our prediction (β = −1.45, SE = .32, p= 7.01×10−6).
To assess the second prediction, i.e., the discrimination of grammatical V2-novel

sentences and ungrammatical V3 sentences, we looked at the interaction between

condition and sentence type. As Figure 3.5 suggests, V3 clauses were generally

less likely to be accepted than V2-novel sentences by learners in the object-dominant

condition (β = −1.58, SE = .36, p = 1.04×10−5). We did not find a significant
interaction between V3 and the uniform condition (β = −0.82, SE = .46, p= .07)
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Figure 3.6: Proportion of fronted complex adjuncts and indirect objects in V2 sen-

tences by condition in the sentence production test. Error bars indicate

bootstrapped 95% confidence intervals, while the dotted line represents

the chance level. Learners in the adjunct-dominant condition use both con-

stituents types with significantly higher proportion in initial position than

learners in the other two conditions.

suggesting that the discrimination was not greater in the uniform condition, contrary

to our prediction. At the same time, participants in the adjunct-dominant condition

were better than those in the object-dominant condition at discriminating V2-novel and

V3, indicated by a significant interaction of V3 and the adjunct-dominant condition (β

= −2.79, SE = .48, p= 4.63×10−9). When learners in the uniform condition were
directly compared to those in the adjunct-dominant condition, we again found greater

discrimination of V2-novel and V3 for learners in the adjunct-dominant condition

(β = 1.95, SE = .47, p = 2.87×10−5). Taken together, our second prediction was
therefore not borne out: We only found a learning advantage for participants in the

adjunct-dominant condition.

3.3.2 Exploratory analysis
Recall that we used indirect objects and complex adjuncts to measure participants’

generalisation of V2 in both testing tasks. Arguably, these two types of novel constituents

are different from one another. Complex adjuncts are the same type of constituent

as simple adjuncts, but longer than any of constituents encountered during training.

Indirect objects are a completely novel type of constituent, which participants have not
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Figure 3.7: Acceptance rate of V2 and V3 sentences with different clause-initial ele-

ments by condition in the sentence judgement task. Error bars indicate boot-

strapped 95% confidence intervals. Participants in the adjunct-dominant

condition are more likely to produce both simple and complex adjuncts in

clause-initial position compared to the other two conditions.

encountered in the language at all. It might be that learners in the adjunct-dominant

condition exhibited a clear advantage over learners in the other two conditions on

the grounds of their familiarity with clause-initial adjuncts in general. If this were the

case, we should find a difference between complex adjuncts and indirect objects. As

Figure 3.6 shows, participants in the adjunct-dominant condition produce both complex

adjuncts and indirect objects more frequently in initial position than participants in

the other conditions. This is confirmed in two mixed-effects logistic regression models

fitted to V2 sentences that include a complex adjuncts and indirect objects, respectively.

The dependent variable was initial constituent type (either complex adjunct or indirect

object=1, other constituents=0). The model included condition as fixed effect and

by-participant and by-item random intercepts. condition was treatment coded with the

adjunct-dominant condition as baseline. Participants in the adjunct-dominant condition

placed significantly more complex adjuncts and indirect objects in clause-initial position

compared to participants in the object-dominant condition (complex adjuncts: β =

−5.96, SE = .95, p = 2.84×10−10; indirect objects: β = −3.57, SE = .82, p =
1.41×10−5) and the uniform condition (complex adjuncts: β = −4.43, SE = .92, p=
1.72×10−6; indirect objects: β = −3.18, SE = .85, p= 1.75×10−4).
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Figure 3.7 depicts the acceptance rate of V2 and V3 sentences with different initial

constituents. Similar to the production data, V2 sentences with initial complex adjuncts

and indirect objects were both more likely to be accepted in the adjunct-dominant

condition compared to the other two. This was confirmed with two mixed-effect logistic

regression models fitted to participants’ judgements of sentences with clause-initial

complex adjuncts and indirect objects, respectively. The model included condition

as fixed effect and by-participant and by-item random intercepts. condition was

treatment coded with adjunct-dominant as baseline (complex adjuncts: uniform: β =

−0.55, SE = .21, p= .01; object-dominant: β = −1.17, SE = .22, p= 6.52×10−8;
indirect objects: uniform: β = −0.31, SE = .22, p= .02; object-dominant: β = −1.02,

SE = .22, p= 3.15×10−6). To summarise, neither the production nor judgement data
support the idea that the learning advantage observed for participants in the adjunct-

dominant condition can be attributed to the similarity between simple and complex

adjuncts.

Our hypothesis was specifically about the generalisability of XP-fronting, the place-

ment of verbs within sentences is obviously one of the defining features of V2 too. We

thus conducted an exploratory analysis of the verb placement in sentence production.

We fitted a mixed-effect logistic regression model to participants’ production data. The

dependent variable was the position of the verb (second position=1, not in second

position=0). The model included condition and additional constituent (i.e.,

simple adjunct, complex adjunct and indirect object), as fixed effects as well as their

interaction. The latter was included to be sure that verb order was not conditioned

on which other constituent was present apart from subject, verb and direct objects.

The model also included by-participant random slopes for additional constituent.

Both fixed effects were treatment coded with object-dominant and simple adjunct as

baseline. The model revealed no differences in the likelihood of producing the verb in

second position across conditions or additional constituents (βmin = −0.62, βmax =

0.14, pmin = .12, pmax = .91).

We conducted a further exploratory analysis, to investigate the acceptance rate of

V2-familiar sentences in the sentence judgement test. We did this to check whether the

learning advantage for the adjunct-dominant condition is also visible for sentence types

that are familiar to participants. Figure 3.5 indicates a generally high acceptance rate

for V2-familiar sentences across all three conditions, although the adjunct-dominant

condition does show the highest ratings. We fitted a mixed-effect logistic regression

model to all V2-familiar sentences with condition as fixed effect and by-participant

and by-item random intercepts. condition was again treatment coded with the object-

dominant condition as the baseline. The model did not indicate a significant difference

between the object-dominant condition and the uniform condition (β = .376, SE = .23,

p= .11) and the adjunct-dominant condition (β = .31, SE = .23, p= .19). This finding

suggests that participants in all three conditions learnt the language during training

equally well. However, it is worth noting that acceptance ratings do differ to some

degree depending on the type of initial constituent, as shown in Figure 3.7. Surprisingly,

learners in the object-dominant condition are most likely to accept sentences with

clause-initial simple adjuncts, while learners in the adjunct-dominant condition are
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Comparison Finding

H
y
p
o
th
es
is
-c
o
n
f.
a
n
a
ly
si
s

Produced novel const. types in

initial position in V2 sentences

A-dom > O-dom

Uni > O-dom

A-dom > Uni

Acceptance rate V2-novel

Uni > O-dom

A-dom > O-dom

A-dom > Uni

Discrimination V2-novel & V3

in judgements

Uni = O-dom

A-dom > O-dom

A-dom > Uni

E
x
p
lo
ra
to
ry

a
n
a
ly
si
s

Produced complex adjuncts in

initial position in V2 sentences

A-dom > O-dom

A-dom > Uni

Produced indirect objects in

initial position in V2 sentences

A-dom > O-dom

A-dom > Uni

Acceptance rate V2 sentences

with initial complex adjuncts

A-dom > O-dom

A-dom > Uni

Acceptance rate V2 sentences

with initial indirect objects

A-dom > O-dom

A-dom > Uni

Produced V2 sentences no differences

Acceptance rate V2-familiar

sentences

O-dom = A-dom

O-dom = Uni

Table 3.3: Summary of the main findings of the hypothesis-confirming and exploratory

analyses for the production and judgement data comparing the uniform (uni),

adjunct-dominant (A-dom) and object-dominant (O-dom) conditions. ‘>’

indicates a statistically significant contrast, ‘=’ a non-significant contrast.

most likely to accept sentences with clause-initial direct objects. To test this statistically,

we fitted a mixed-effects logistic regression model to all V2 sentences with direct objects

and simple adjuncts in clause-initial position. As we were interested in the difference

between the skewed conditions, the uniform condition were not included in this analysis.

The model included fixed effects for condition and initial constituent as well

as their interaction and by-participant random slopes for initial constituent. Both

fixed effects were sum-coded with the object-dominant condition and direct objects

as reference levels. The model revealed a main effect for initial constituent (β =

.36, SE = .16, p = .02) but not for condition (β = .12, SE = .15, p = .43). This

suggests the skewed conditions do not differ with respect to their grand means, and

that adjuncts were overall rated a bit higher than direct objects. The model further

showed a significant interaction between initial constituent and condition (β =

−1.12, SE = .14, p= 9.84×10−16). This confirms our observation that the acceptance
rates for these two constituent types differ across conditions. It is unclear why we see

this unexpected pattern of results, and it is contradicted by the production data, where,
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for example, participants in the object-dominant condition were highly likely to front

direct objects (see Figure 3.9).

3.4 Discussion
This experiment investigated whether the distribution of initial constituents in the input

impacts learning of V2. Following Yang (2000), we identified non-subject-initial V2

sentences as a crucial type of evidence for V2. Our hypothesis, inspired by evidence

for the benefit of variability in other domains (cf. Raviv, Lupyan & Green 2022), was

that high variability in initial grammatical functions would aid learners in identifying a

key feature of V2, the generalisability of XP-fronting. To test this, we compared three

distributions of clause-initial elements: a uniform distribution, an object-dominant

skewed distribution, and an adjunct-dominant skewed distribution. We taught parti-

cipants a semi-artificial language, with English vocabulary but V2 word order. We then

asked them to produce and judge sentences with novel constituents in the clause-initial

position. These could be either complex adjuncts — longer than any initial constituents

seen during training — or indirect objects — a grammatical role not seen in initial

position during training. We analysed participants’ extrapolation of the clause-initial

position to these novel constituent types.

First, it is worth noting that participants in all three conditions were able to learn

the requirement that the verb be in second position. This suggests that at least this

aspect of V2 is readily learnable in an artificial language. However, the results regarding

the generalisability of XP-fronting were mixed. Participants in the uniform condition

fronted more novel constituent types in production and were more likely to accept sen-

tences with novel constituent types in clause-initial position compared to participants

in the object-dominant condition. However, the apparent advantage of the uniform

condition over the object-dominant condition did not extend to the adjunct-dominant

condition. Instead, participants in the adjunct-dominant condition were more likely

to produce and accept sentences with novel clause-initial constituents compared to

both other conditions. Participants in the adjunct-dominant condition were also bet-

ter at discriminating between grammatical and ungrammatical (V3) sentences. Our

exploratory analysis suggested that the learning advantage for the adjunct-dominant

condition is not attributable to the similarity between simple and complex adjuncts:

participants in the adjunct-dominant condition were also more likely to produce and

accept fronted indirect objects. Further exploratory analyses also indicated no overall

differences between the three conditions for ratings of V2 sentences with initial familiar

constituent types and the frequency of V2 productions. This suggests that a skewed

distribution with adjuncts as the dominant element mainly affected generalisation to

novel structures.

To summarise, the uniform language gave learners an advantage over the object-

dominant condition, but contrary to our prediction, the opposite was the case for the

adjunct-dominant condition. Why would there be such a substantial difference between

the two skewed conditions? One possibility is that this difference is due to the influence

of English on participants’ perceptions of sentences in the novel language. This is
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particularly relevant here as we used English vocabulary. For example, it may be that

for English speakers, object-initial sentences are particularly unexpected. Recall that

all objects in the language were inanimate NPs. If participants generally assume that

whichever NP is first will be the subject, then object-initial sentences will result in

a garden-path effect, or at least a semantic clash, since the inanimate NPs cannot be

coerced into subjects. By contrast, the violation induced by adjunct-initial sentences may

not be perceived as equally serious; it is a syntactic violation, since the subject is not in

the expected position, but it is less likely to induce a garden-path. Further, in English,

although displacement of both arguments (7a) and adjuncts (7b) to the clause-initial

position is possible, displaced adjuncts are preferred over displaced arguments (Doherty

2005).9

(7) a. A block of Emmentaler the mouse found in the pantry.
b. In the morning, the mouse devours Appenzeller cheese.

Thus, compared to the adjunct-dominant condition, the object-dominant condition may

be more different from participants’ native language. This might lead participants in

the object-dominant condition to learn the V2 grammar less well, particularly relative

to the adjunct-dominant condition, but also to the uniform condition (which still has

fewer object-initial sentences). However, it is worth noting that our results suggest

that familiar V2 sentences were actually learnt equally well across conditions. It is

not entirely clear why a difference in similarity to English would specifically affect

generalisation.

It is perhaps worth noting here that English has been described as residual V2 language

(e.g Rizzi 1996, Holmberg 2015, Sailor 2020). That is, certain structures still require V2

orders in present-day English such as wh-questions (8a) and locative inversions (8b).

One might thus expect that these vestiges of a former fully-fledged V2 grammar could

constitute another way in which participants’ native language affect their performance

in the experiment.

(8) a. What kind of cheese does the cheese monger recommend?

b. Here is your loaf of cheese.

However, there are good reasons to believe that V2 residues in the English grammar

played little to no role in the experiment. Work in L1 acquisition has demonstrated

the conservative manner with which learners approach the learning task (Westergaard

2009a). For instance, the Norwegian dialect of Tromsø does not require a strict V2 order

in wh-questions in that V2 is contingent on the length of the wh-word and information-

structural aspects (e.g. Westergaard & Vangsnes 2005). Crucially, Westergaard (2009a)

showed that learners exhibit target-like structures from early on while no erroneous

generalisations to other contexts (such as declaratives) are being made. Similarly for

L2/L3/Ln acquisition, Westergaard (2021) argues for a property-by-property transfer

from previously learnt language(s) during the acquisition of a new language. Under

9Overall, structures like these are a minority. According to Yang (2000: 242), non-subject-initial
sentences account for less than 10% of all cases in the Penn Treebank.
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such a model, any influence from the structure of English wh-questions on declaratives

(as used in the present experiment) is not predicted. Accordingly, locative inversion

in English often occurs with unaccusative verbs (e.g, come, sit) and be, that is a well-

defined class of verbs (Westergaard 2009b: 68). Generalising this pattern is thus also not

expected. Moreover, structures like (8b) are relatively rare (Anderssen & Bentzen 2018:

15) such that any influence would presumably be minimal. Besides, the same question

we noted in the previous paragraph arises: Why would the residual V2 grammar affect

generalisation in particular?

A second possibility is that there is a genuine learning advantage of having a high pro-

portion of adjunct-initial sentences. In our stimuli, subjects and objects were always DPs,

and were not distinguished based on any formal criteria (i.e., case marking). If learners

were sensitive to variability in initial constituents defined in terms of grammatical

category ([XP-V]) instead of grammatical function ([S|O|A-V]), as we assumed, a high

proportion of adjuncts would mean more variability in the input. While Yang (2000,

2002) assumes the latter, the view that grammatical categories are the relevant cue to

V2 is indeed taken by Lightfoot (1999, 2006). When the conditions are re-considered

from this perspective, learners in the uniform condition saw 33.3% non-DPs and 66.6%

DPs clause-initially, learners in the object-dominant condition saw 20% non-DPs and

80% DPs, but learners in the adjunct-dominant condition saw 60% of the initial con-

stituents were non-DPs and 40% DPs. The object-dominant condition thus exhibits

the greatest skew and hence the least evidence for generalised XP-fronting, while the

adjunct-dominant condition which exhibits the most uniform distribution and thus the

most evidence for generalised XP-fronting. This aligns perfectly with our results: gener-

alisation was best in the adjunct-dominant condition followed by the uniform condition,

followed by the object-dominant condition. Learning in the adjunct-dominant condition

may have been further facilitated by our use of both PPs and AdvPs as adjuncts; this

would increase the variability of grammatical categories even more.

It is also possible that both of these explanations for our results are at play: The adjunct-

initial condition might facilitate learning the most due to its high level of variability in

the grammatical category of initial constituents, while the object-dominant condition

might lead to particular poorly learning because it has both low category variability and

is least similar to English. Future experimental work could tease these apart.10 Below,

10We thank an anonymous reviewer for pointing out a third possible explanation for the advantage of
the adjunct-dominant condition over the object-dominant condition: Learners may tend to search for
the base word order of a new language using the position of verbal arguments. This is conceivable
given the early sensitivity of children to the argument structure of verbs (Naigles 1990, Perkins &
Lidz 2021). If such a bias was in place, participants in the object-dominant condition would face a
significantly more difficult task in that they need to overcome the native English SVO order in favour
of an OVS word order. This is potentially supported by the fact that the majority of all productions
exhibit an OV order and hardly any SV orders (cf. Figure 3.9). At the same time, there are two issues
with this analysis. On the one hand, the results illustrated in Figure 3.7 are not compatible with this
explanation. If learners posit an underlying OVS order, sentences with clause-initial direct objects
should exhibit the highest acceptance rate, not sentences with clause-initial adjuncts. On the other
hand, it remains unclear what base word order learners in the adjunct-dominant condition would
assume as both subjects and objects occur with the same frequency in the clause-initial position. That
is the input contains inconclusive evidence as to the base order. One would need to stipulate that
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we further examine the distribution of clause-initial elements in natural V2 languages.

If adjuncts are indeed beneficial for the acquisition of V2, one may expect to find them

over-represented in initial position.

4 The distribution of clause-initial constituents in
Germanic

In the previous section, we tested whether greater variability in the distribution of

grammatical roles in clause-initial position in the input would lead to better learning

of V2. Contrary to our predictions, participants in the adjunct-dominant condition

exhibited the best learning outcomes. As discussed above, one possible explanation is

that learners benefit from a high frequency of clause-initial adjuncts in the input for

the acquisition of V2. Under such an analysis, although there will be many factors that

determine the distribution of different elements in initial position, one may expect to

find adjuncts over-represented clause-initially in V2 languages precisely because they

support learning of V2. The present section will summarise findings in the literature

suggesting that adjuncts indeed occur frequently in initial position (§4.1). We will

corroborate these earlier findings with the results of a large-scale corpus study of

German (§4.2).

4.1 Previous evidence
A number of previous studies have explored the distribution of clause-initial constituents

in contemporary Germanic languages.11 In this section, we will discuss some of these

studies, summarised in Table 3.4. An early study on German by Winter (1961), examined

63,000 sentences from diverse sources (theatre, fiction, non-fictional prose, scientific

texts) and reported a heavily skewed distribution for written German: Subjects dominate

the clause-initial position (66.7%) followed by adverbs and PPs (28.1%). Clause-initial

direct objects, on the other hand, are very infrequent, occurring in only 2.9% of all

clauses. Crucially, such a skewed distribution appears not to be confined to formal

registers: Bohnacker & Rosén (2008) observe a similar distribution in elicited informal

texts. Similarly, Engel (1974: 212) provides evidence for a skewed distribution in

spoken language, with subjects occurring most in clause-initial position (51.31%), again

followed by adjuncts (35.35%) and objects (9.25%).

A skewed distribution of initial constituents is not unique to German and has been

noted for other Germanic languages as well. Bohnacker & Rosén 2008 and Bohnacker

& Lindgren 2014 show for spoken and written Swedish that, as in German, subjects are

the most frequent clause-initial element while direct objects are the least frequent type.

Similar patterns have also been observed for spoken Danish (Puggaard 2019)12 and for

learners transfer the SVO order of their native language in order to explain the observed learning
advantage of the adjunct-dominant condition.

11Note that there is not a consistent definition of adjuncts in the studies reported here and in §4.3 and
results have been reported with different levels of detail.

12The authors thank Rasmus Puggaard for bringing this paper to our attention.
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Author Lang Modality n S DO A Other

Win(61) Ger written 63,000 66.7 2.9 28.1 2.3

Eng(74) Ger spoken 5,000 54.31 9.25 35.35 4.09

B&R(08) Ger written 1,173 50 7 42 1

B&R(08) Sw written 545 71.2 4.4 22.6 1.8

B&L(14) Sw written 680 67.0 1.3 32.4 0.3

B&L(14) Sw spoken 755 64.4 1.6 33.8 0.3

B&L(14) Dt written 646 53.0 2.3 44.7 9.0

B&L(14) Dt spoken 711 60.9 1.0 38.1 0.0

Yan(00) Dt spoken n/a 66.8 1.2 23 7

Pug(19) Dn spoken 500 62.0 9.4 24.4 4.2

Table 3.4: Proportion of clause-initial subjects (S), direct objects (DO), adjuncts (A) and

other elements in German (Ger), Swedish (Sw), Danish (Da) and Dutch (Dt).

Authors are abbreviated as follows: Win(61) = Winter 1961, Eng(74) =

Engel 1974, B&R(08) = Bohnacker & Rosén 2008, B&L(14) = Bohnacker &

Lindgren 2014, Yan(00) = Yang 2000, Pug(19) = Puggaard 2019. Despite

differences between but also within languages, all of the listed studies found

a skewed distribution of clause-initial elements in different V2 languages.

Adjuncts are the second-most frequent element in initial position after sub-

jects. However, note the small sample size of many of these studies.

spoken and written Dutch (Bohnacker & Lindgren 2014). Finally, Yang (2000: 242)

found a similar skew even in child-directed speech in Dutch. Despite these similarities,

the actual frequencies of different constituent types varies between (but also within)

languages. Two observations from Table 3.4 are worth pointing out here: First, adjuncts

occur relatively frequently in clause-initial position even though preposed adverbs and

PPs occur more frequently in Dutch and German than in other Germanic languages.

Second, other frontable constituents such as indirect objects are exceedingly rare in

first position (Winter 1961: 201, Puggaard 2019: 298).

Although frequent clause-initial adjuncts appear to be a cross-Germanic feature, a

cautious interpretation of the previous studies is still warranted. All studies (with the

notable exception of Winter (1961)) relied on a relatively small sample. Here, we

conducted a large-scale corpus study on the distribution of clause-initial elements in

present-day German aimed at replicating the general findings reported in previous

smaller studies.

4.2 Evidence from a large-scale corpus study on German
To test the validity of previous findings, we conducted a corpus study using a signi-

ficantly larger sample.13 We chose the dependency treebank TüBa-D/DP (de Kok &

13The experimental code as well as the analysis is available online.
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Corpus n sentences

wiki 45.5 M

europarl 2.2 M

speeches 619,152

Table 3.5: Number of sentences in the three examined subcorpora of TüBa-D/DP, i.e.

Wikipedia (wiki), proceedings of the European Parliament (europarl) and

speeches of German officials (speeches) (de Kok & Pütz 2019: 1).

Pütz 2019) as all sentences are annotated for their position in the topological field (cf.

Drach 1937, Wöllstein 2010). This annotation enables automatic identification of V2

and non-V2 clauses as well as clause-initial constituents. TüBa-D/DP consists of four

different subcorpora: Wikipedia articles (wiki), proceedings of the European Parliament

(europarl), speeches of German officials (speeches) and newspaper articles from taz.

The first three are publicly available and were used as the basis for the present study.

While the three corpora differ in size, as illustrated in Table 3.5, even the smallest of

the three (speeches) is still significantly larger than any of the corpora in §4.1.

We built a custom python script to count where and with what frequency each

syntactic function (as annotated in the corpora) occurs relative to the finite verb. Only

sentences ending in a full stop or colon were taken into consideration as the word

order in interrogative as well as imperative and exclamative sentences may differ.

Furthermore, sentences with fewer than two words were excluded. Crucially, each

clause in a sentence was considered separately given that multiple V2 clauses are

grammatical.

Due to the different sizes of the three corpora, distributions were plotted separately

for each corpus in Figure 3.8.14 However, all three corpora illustrate a similar pattern:

non-clausal subjects are the dominating clause-initial element followed by adjuncts,

while direct objects occur only very infrequently in initial position. Adverbial clauses

(which were considered distinct from adjuncts due to their clausal status) are more

frequently attested in initial position in europarl and wiki corpus than direct objects.15

All other types of constituents that the grammar permits in initial position are very

rare. This is particularly striking in the case of indirect objects, which are perfectly

grammatical in initial position, and yet almost never occur there in these corpora.

14Attentive readers may have noticed that the proportions do not add up to 1 but rather to a value
between approximately 0.96 and 0.98. A likely explanation for this divergence lies in errors in the
part-of-speech tagging.

15Note that this is a somewhat artificial distinction as adverbial clauses are formally adjunct CPs.
However, we wanted to underscore the fact that they are comparable in frequency with direct objects.

127



Chapter 3 Comparing the effects of variability in the clause-initial position

Figure 3.8: Proportion of different constituents in clause-initial position in V2 clauses in

the Proceedings of the European Parliament (europarl), speeches of German

officials (speeches) and Wikipedia (wiki). All three corpora show a skewed

distribution similar to the ones previously observed in the literature (cf.

§4.1). Note the parallels between the two spoken corpora europarl and

speeches in terms of the frequencies of subjects, adjuncts and direct objects.

To summarise, our corpus study confirms earlier findings of a skewed distribution of

clause-initial constituents in V2 sentences.16 To summarise, there is robust evidence

that adjuncts appear very frequently in initial position in the Germanic languages.

4.3 Comparison with Old Romance
The way in which different constituent types are distributed in the clause-initial position

has also been systematically studied for the Medieval Romance languages (e.g. Labelle

& Hirschbühler 2018: 281, Wolfe 2018: 25). Here, there is also evidence that adjuncts

were strikingly frequent. Consider the proportion of different types of constituents in

clause-initial position according to Wolfe (2018: 25) summarised in Table 3.6. The

16We also examined whether the skew persists when frequencies of clause-initial elements proportional to
their base rates are considered. Intuitively, one could imagine that the base rate of subjects occurring
in a sentence is greater than the base rate of adjuncts, and thus the former have a greater probability
of appearing in initial position simply due to this. However, Monte Carlo simulations revealed that
constituents are still skewed, with subjects and adverbial clauses more likely to be fronted given their
base rate. In the europarl and wiki corpus, adjuncts also appear more frequently in clause-initial
position than expected.
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4 The distribution of clause-initial constituents in Germanic

Language Subj Obj Adj

Old French 46.32 12.84 40.84

Old Occitan 23.78 25.00 51.22

Old Sicilian 47.63 12.62 39.75

Old Venetian 74.34 9.26 16.40

Old Sardinian 62.26 18.24 19.50

Old Spanish 35.32 6.42 58.26

Table 3.6: Distribution of different clause-initial constituents in V2 sentences in several

Old Romance languages (Wolfe 2018: 25). Note that Wolfe (2018) makes

a more fine-grained distinction for adjuncts that are subsumed under the

label adjunct here. All of the listed languages show a substantial amount of

adjunct-initial sentences. In Old Venetian and Old Sardinian the proportion of

initial adjuncts is lower but still larger than the proportion of initial objects.

frequency of adjuncts in these languages was comparable, if not higher, to the ones

found for modern Germanic languages (cf. Table 3.4). Importantly, in later stages, at

least for French, when V2 is being lost, a different picture emerges. Steiner (2014:

129), for instance, notes an increase of SV structures from the 13th (47.11%) to the

16th century (62.88%) in V2 sentences.17 Simultaneously, the frequency of null subjects

remained mostly constant (approx. 30%) in the same contexts. These data support the

possibility that the decline of V2 grammar is connected to the decline in adjunct-initial

sentences.

In English, which has also lost V2, non-subject-initial constructions like (9) are

possible.

(9) Here is the platter with gruyère cheese.

However as noted above, there is evidence that these are extremely low frequency

(Anderssen & Bentzen 2018: 15).18 More generally, in English, it is very uncommon for

any element other than the subject to be in initial position (less than 10% of sentences

17Adjunct-initial and object-initial sentences are not separately considered by Steiner (2014). However,
assuming a lower proportion of object-initial sentences is justified given prevalence of this pattern
across V2 language.

18Roeper (1999: 175) however reports incidental evidence that children generalise this pattern to some
extent for a very brief period:

(i) what calls that
‘What is it called’
(Roeper 1999: 175)
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Figure 3.9: Proportion of different clause-initial constituent types across different trial

types in V2 sentences by condition in the sentence production test of the

experiment (cf. §3). A = adjuncts, DO = direct objects, IO = indirect

objects, M = adverbials to mark verbal movement, S = subjects. Learners

in the object-dominant condition produced a high number of object-initial

sentences. This exceeds their input significantly, which contained only 60%

of clause-initial objects.

according to Yang 2000: 242).19 This is in line with the idea that there is something

special about having adjuncts frequently in initial position for the maintenance of V2.

5 General discussion
V2 is a striking feature of almost all Germanic languages, and yet it is cross-linguistically

rare, and its loss has been well-documented, including in English, Welsh and almost

all Romance language. The loss of V2 has been tied to a lack of sufficient evidence

in learners’ input, crucially a lack of non-subject-initial V2 sentences (Lightfoot 1999,

2006, Yang 2000, 2002, Willis 1998, Meelen 2016). Combined with domain-general

evidence for the benefit of variability on learning (cf. Raviv, Lupyan & Green 2022),

we hypothesised that a V2 language will be learnt best if the clause-initial position is

occupied by a maximally diverse set of grammatical functions, i.e. subjects, direct objects

19See also Westergaard, Lohndal & Lundquist (2023) for evidence of the relationship between the
production of non-subject-initial declaratives and V2 errors in heritage speakers of Norwegian living
in the USA.
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and adjuncts. We conducted an ALL experiment to test this hypothesis. We compared

three conditions, a uniform condition in which subjects, direct objects and adjuncts

occurred with identical frequency in the clause-initial position. Additionally, we ran

two skewed conditions — one skewed towards direct objects and one towards adjuncts.

Contrary to our prediction, learning was best in the adjunct-dominant condition followed

by the uniform condition. Two possible explanations were identified. First, it could

be that object-initial sentences are particular odd for our native English-speaking

participants, and the condition which has the least such sentences — the adjunct-

dominant condition — is the best learnt. Second, there could be a genuine advantage of

having adjuncts in clause-initial position with a high frequency. Although further work

is necessary to distinguish between the two explanations, the second is supported by the

fact that our adjunct-initial condition actually had the most evidence for variability in

terms of grammatical categories (rather than roles or functions). Our results therefore

provide some degree of support for the view held by Lightfoot (1999, 2006) who points

to changes in the distribution of clause-initial categories as an explanation for the loss

of V2. In our case, the adjunct-initial condition featured a more balanced mixed of

DPs, PPs, and AdvPs, while the object-initial condition featured an over-representation

of DPs in initial position. The former led to better generalisation of XP-fronting, and

the latter to diminished generalisation of XP-fronting. Interestingly, in this condition,

participants’ productions were even more skewed than their input, as can be seen in

Figure 3.9. Such a heavily skewed distribution in productions was not observed for

any of the other conditions. In fact, participants in the adjunct-dominant condition

produced the least skewed distribution. If the output of learners in the object-dominant

condition served as the input for a next generation of learners, then the evidence for

V2 in this generation would be even more reduced (Kirby, Cornish & Smith 2008). This

constitutes a plausible trajectory for the loss of V2, paralleling the situation e.g. in

French where the evidence for V2 was more and more reduced (Roberts 1993, Steiner

2014).

If adjuncts are important more generally in the learning of V2, and not just in our

experiment, one might expect to see a significant number of clause-initial adjuncts

in exactly those Germanic languages that have retained a V2 grammar. To test this

claim, we reviewed work on the distribution of clause-initial constituents in Germanic

languages. We also reported a large-scale corpus study on German. This analysis con-

firmed that while subjects occur most frequently in the initial position, the next most

common constituent type is adjuncts. By contrast, in languages which are in the process

of losing V2, there is evidence for a particular reduction in frequency of adjuncts in

initial position. In languages, like English, which no longer have V2, adjuncts are very

unlikely to occur in initial position. These distributional differences between natural

languages support the idea that adjuncts may play a special role in the learning and

maintenance of V2.
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6 Conclusion
In this paper, we investigated the hypothesis that learning of a V2 language is fostered

by a maximally variable distribution of clause-initial constituents in the input. This

hypothesis was derived from work suggesting that a V2 grammar will be lost if learners

do not receive sufficient evidence for the grammar (Lightfoot 1999, 2006, Yang 2000,

2002), and that variability in general is good for learning (Gómez 2002). We tested this

by comparing learning of an artificial V2 language with subjects, objects and adjuncts

in clause-initial position with equal frequency, with learning of languages with skewed

frequencies — either object-dominant or adjunct-dominant. While our results suggest

that different distributions of clause-initial elements do indeed affect learning outcomes,

learners were best able to generalise XP-fronting to novel constituent types when the

distribution of initial elements was skewed towards adjuncts. They were least able

to generalise when the distribution was skewed towards objects. We propose that a

high frequency of adjuncts in initial position is in fact likely to be an important feature

of V2. It may lead to higher variability in the grammatical categories of elements in

first position, which could be more important than the variation in grammatical roles

(Lightfoot 1999, 2006). Further, there is robust evidence, including from our large-scale

corpus study of German, showing that adjuncts are highly frequent in initial-position in

current (or historical) V2 languages, but not in a non-V2 language like English. Our

results therefore support the idea that diminished evidence in the input can lead to the

loss of V2. Our study also adds to the body of literature now demonstrating the utility

of artificial language learning studies in understanding language typology and change.
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3.3 Conclusion

3.3 Conclusion
The present chapter reported the results of the third experiment in this thesis. The

experiment tested the hypothesis that less variability in the clause-initial position in

terms of the attested grammatical functions (e.g. subject, object) should affect the

learning of a V2 language negatively. Three conditions were compared: a uniform

condition in which subjects, direct objects as well as adjuncts were realised with

the same frequency in clause-initial position, and two skewed-conditions where either

direct objects or adjuncts dominated the clause-initial position. The results only partially

confirmed my hypothesis. As predicted, participants in the uniform condition showed

better learning (i.e. generalisation) than participants in the object-dominant condition.

Participants in the adjunct-dominant condition, however, showed better learning than

the other two conditions. Two explanations for the observed patterns were proposed.

On the one hand, participants’ native language might have impacted their learning such

that participants in the object-dominant condition were negatively affected compared to

those in the adjunct-dominant condition. This could be attributable to processing or the

fact that topicalisations in English are more common with adjuncts than with objects.

On the other hand, participants in the adjunct-dominant condition might have had a

genuine learning advantage. Such an advantage can readily be explained if participants

are not sensitive to grammatical functions but rather to grammatical categories (e.g.

NP, PP) when learning a V2 grammar. When the distributions of different clause-initial

grammatical categories are examined, it becomes evident that learners in the adjunct-

dominant condition were exposed to the most uniform language. Participants in the

object-dominant condition in turn were trained on the most skewed language in terms

of grammatical categories. The results then directly follow from the hypothesis that

high variability in the clause-initial grammatical categories benefits learning: The

language with the highest variability (adjunct-dominant condition) was learnt best,

while the language with the least variability (object-dominant condition) was learnt

worst. Recall from Chapter 1 that the focus on grammatical functions as evidence was

a mere stipulation — there was no motivation other than the fact that grammars are

usually formulated in terms of grammatical functions. That is, nothing should conflict

with such a change. The experimental results of the subsequent chapter, in fact, will

provide support for learners’ sensitivity to variability in clause-initial grammatical

functions and grammatical categories.

The results of the large-scale corpus study that was also presented in the current

chapter further support the second explanation for the experimental findings. Although

subjects are the most frequent clause-initial constituent type in German, adjuncts

constitute the second most frequent one. What is more, the results from Monte Carlo

simulations briefly mentioned in footnote 16 show that this distribution can still be

observed when the frequencies of clause-initial elements relative to their base rates are

considered.20 These findings also converge with earlier studies on the distribution of

clause-initial elements in Germanic and Old Romance V2 languages. Crucially however,

languages that are in the process of losing their V2 grammar, show a decline in clause-

20The results of the simulation are reported in more detail in Appendix B.
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initial adjuncts, as already noted in §1.3. The distribution in natural languages thus

supports the idea that adjuncts play a central role for the acquisition of a V2 grammar.

It is worth noting that additional corpus analysis in future work could in fact focus

on evidence for the relevance of variability in grammatical categories. While the

corpus study reported here was conducted before we initially entertained this potential

interpretation of the experimental results, it is very likely that more adjuncts will

imply more non-DPs in clause-initial position. For example, even if some are DPs (e.g.

next Tuesday in (10)), the set of adjuncts will certainly include both PPs and AdvPs in

addition.

(10) This pack of cheese will expire next Tuesday.

Two comments on the experimental results are also in order. First, the measurement

for the extrapolation of the V2 rule is potentially open to criticism. Recall that indirect

objects and complex adjuncts (i.e. adjuncts with three instead of two words) were

employed as measure. Arguably, complex adjuncts constitute a weak test of extrapolation

given participants’ familiarity with (simple) adjuncts in initial position. Even though

these constituents comprised a more complex structure than those encountered during

training, they would only be genuinely novel if participants exhibited sensitivity towards

the number of words in a single constituent. Given that grammatical rules are generally

not considered to be defined in terms of the number of words (e.g. ‘prepose the third

word in every clause’), it is possible that participants did not experience complex

adjuncts as novel, or at least not as novel as indirect objects. Although this may

cast doubt on whether participants had to extrapolate in sentences featuring complex

adjuncts, the extrapolation with indirect objects still holds. Indirect objects formed a

completely novel constituent type. The exploratory analysis (§3.3.2) crucially showed

that learners in the adjunct-dominant condition performed significantly better at test for

sentences with indirect objects than the other two conditions (both in the production

and judgement task). That is, the overall pattern of the results still holds when only the

strict measure is taken into account.

The second comment pertains to the composition of the clause-initial position in

the training stimuli. In the main body of the present chapter, it was claimed that the

distribution of clause-initial constituents was the most uniform in the adjunct-dominant

condition when grammatical categories instead of functions are considered. This claim

was supported by the distribution of DPs and non-DPs in initial position. Those numbers,

however, were in fact merely an approximation; some of the adjuncts were actually

realised as DPs (e.g. every day). I therefore examined the distribution of clause-initial

constituents in the training sentences in more detail. For this purpose, all training items

were coded for the syntactic category of the clause-initial constituent. Proper nouns

were coded as DPs, adverbial phrases and prepositional phrases as AdvPs and PPs,

respectively. Table 3.7 summarises the distribution of the syntactic categories across

conditions. Overall, the same pattern emerges as previously claimed in §3.4: Participants

in the adjunct-dominant condition were exposed to the input exhibiting the highest

variability, whereas the training items in the object-dominant condition were the least

variable when it comes to clause-initial grammatical categories. This can be seen in
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Condition DP-initial PP-initial AdvP-initial

Uniform .73 .22 .05

Object-dominant .84 .13 .03

Adjunct-dominant .52 .40 .08

Table 3.7: Distribution of clause-initial syntactic categories in the training stimuli of

experiment 3. While the distribution for initial DPs, PPs and AdvPs was

identical for all participants in the uniform condition, the proportions of

the object-dominant and adjunct-dominant conditions varied for individual

participants. That is, the reported values are the means in the respective

conditions. The variation between participants in the same condition was

the result of the random selection of repeated sentences (cf. §3.1.2).

the lower proportion of clause-initial DPs in the adjunct-dominant condition compared

to the other conditions. Crucially however, DPs still accounted for the majority of

clause-initial constituents in all three conditions. This contrasts with the previous claim

for the adjunct-dominant condition that non-DPs exceed DPs in frequency. As Table

3.7 illustrates, the relation between DPs and non-DPs is closer to 50:50 when PPs and

AdvP are combined. When it comes to the distribution of AdvPs and PPs, it has to be

noted that their distribution was also skewed in that the former occurred significantly

more frequently than the latter in all three conditions. The difference was particularly

pronounced in the adjunct-dominant condition.21

Even though the results of this additional analysis would suggest that DPs and non-

DPs were in an equilibrium (in other words they are uniformly distributed) in the

adjunct-dominant condition, such a conclusion is somewhat misleading. Subsuming

AdvPs and PPs under the same label obscures the high frequency of AdvPs. Furthermore,

a measure is need to quantify the actual differences between conditions. A purely

descriptive analysis does not suffice, especially when the distribution of the uniform

and object-dominant condition is compared. The differences in frequency are very

minor for PPs and even for DPs and AdvPs, the differences are small. It is therefore

necessary to quantify the variability more reliably. A standard measure for variability is

entropy (Shannon 1948). The entropy of the training distribution for each participant

across conditions is given in Figure 3.10. While participants in the uniform condition

were exposed to the exact same variability during training, the entropy varies between

participants in the object-dominant and adjunct-dominant conditions. To determine

whether the difference in entropy was actually significant, a linear regression model was

fitted to the entropy values of the training stimuli seen by each participant. The model

included condition (object-dominant, adjunct-dominant or uniform) as fixed effect.

condition was treatment coded with the uniform condition as baseline. The model

21The last observation does not come as a surprise considering the higher proportion of AdvPs in the
training data — a high proportion of adjuncts in the adjunct-dominant condition causes AdvP to be
overly represented clause-initially.
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Figure 3.10: Entropy (in bits) in the training in experiment 3 by condition. Coloured dots

indicate the entropy experienced by participants in the three conditions.

The entropy is highest in the adjunct-dominant condition and the lowest

in the object-dominant condition.

indicated that the entropy of the training items was significantly lower in the object-

dominant condition than in the uniform condition (β = −0.28, SE = .004, p< 0.001).

At the same time, the entropy of the adjunct-dominant condition was significantly higher

than the one participants experienced in the uniform condition (β = .30, SE = .004,

p< 0.001). These results thus lend further support to my previous conclusions. The

variability in clause-initial grammatical categories is highest in the adjunct-dominant

condition and lowest in the object-dominant condition. The interpretation from the

main body of this paper can thus be maintained.

Despite the evidence indicating a special status of adjuncts in the acquisition of V2

grammars, it still remains a possibility that participants’ L1 (i.e. English) is responsible

for the observed patterns. In addition, both explanations might have conspired as they

are not mutually exclusive. It is therefore necessary to disentangle the contribution of

each factor. A straightforward approach is to alter the nature of the artificial language.

If the close resemblance of the semi-artificial language used in the experiment to

participants’ L1 promoted (adjunct-dominant condition) or hindered learning (object-

dominant condition), such effects should be weakened if the artificial language is

rendered more dissimilar to participants’ L1. One of the arguments for using a semi-

artificial language, as argued in §1.6, is the elimination of the lexical learning burden;

participants can instead concentrate on learning the syntactic rules of the language. As
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Martin et al. (2020) have shown, however, the results obtained with a semi-artificial

language by Culbertson & Adger (2014) can be replicated with a fully-artificial language.

I thus conducted two further experiments with different types of artificial languages.

The experiments will be described in the next chapter. Their results will support both

proposed explanations for experiment 3. Moreover, it will be shown that variability

in grammatical functions and grammatical categories can foster the learning of a V2

language.
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CHAPTER 4

DISTINGUISHING THE EFFECTS OF
TRANSFER AND LEARNING
ADVANTAGE

4.1 Introduction

The results of experiment 3 have demonstrated that variability in the clause-initial

position affects the acquisition of a V2 grammar. Different distributions led to different

learning outcomes. Contrary to the initial prediction however, participants who were

exposed to a language with the highest variability in the initial position did not display

the best learning outcome. Instead, learners of a language in which adjuncts account

for the majority of clause-initial elements exhibited the best learning performance.

Interestingly, learners of the high variability language still performed better at test

than learners of a language where objects constitute the most frequent clause-initial

constituent. Two mutually non-exclusive interpretations of these findings were offered

in Chapter 3. First, participants’ native language (i.e. English) may have contributed to

the observed patterns. This would not come as a surprise considering the fact that the

artificial language used in experiment 3 used English vocabulary items. Learners do not

constitute a tabula rasa, as noted in §1.6. Hence, interference (or transfer) from previ-

ously acquired languages is expected (cf. Westergaard 2021b), especially when the same

lexicon is used. According to the second interpretation, a high proportion of adjuncts in

clause-initial position may confer a genuine learning advantage to learners. This could

be readily explained if learners are not sensitive to variability in grammatical functions

(e.g. subjects, objects) — as hypothesised in this thesis so far — but rather to variability

in grammatical categories (e.g. NP, PP). The language in which adjuncts dominate the

initial position does exhibit the highest variability of grammatical categories of the three

languages tested. The second interpretation would thus maintain a modified version of

the hypothesis developed in Chapter 1. Indeed, the focus on variability in grammatical

functions was grounded in the convention of formulating grammars in terms of the

relative order of grammatical functions, rather than a theoretically motivated choice.

What is more, the results of a large-scale corpus study, also reported in Chapter

3, provide additional evidence for the second interpretation: Although subjects are

the most frequent constituent type in clause-initial position, adjuncts still occur with
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considerable frequency in clause-initial position in German. This pattern is also mirrored

in the distributions in the initial position of Old Romance V2 languages and other modern

Germanic V2 languages. If a significant proportion of adjuncts in initial position is

necessary for the acquisition and retention of a V2 grammar, the presence of a V2

grammar in these languages follows as a direct results from the observed distributions.

Despite the arguments in favour of the second interpretation — i.e. the fostering

effect of frequent clause-initial adjuncts — the results of experiment 3 do not allow

me to draw a distinction between the two interpretations. Besides, they are, as argued

above, not mutually exclusive; it is conceivable that both factors were at play. The

goal of the present chapter is to examine the contribution of participants’ L1 to the

patterns found in the results of the previous experiment. One way to accomplish this is

by reducing the impact of participants’ native language. If the effects observed in the

original experiment are replicated in a context that involves less influence of the L1, this

would support the role of adjuncts (or variation in grammatical categories) in learning

V2. In past work, two avenues have been pursued to explore or reduce the effect of

participants’ L1 in artificial language learning (ALL) experiments. First, researchers

have sought to vary the population and explore whether the same behavioural effects

hold (Martin et al. 2019). For example, one could target languages that differ with

respect to their word orders. Second, researchers have moved to make the language

itself less similar to participants’ L1. For example, some experiments use a fully-artificial

language, with phonological features that are distinct from participants’ L1 (Martin

et al. 2020). Alternatively, some research has instantiated linguistic patterns in unusual

modalities, including visually-based languages (Shapiro & Steinert-Threlkeld 2023),

or gesture (Culbertson, Schouwstra & Kirby 2020). In some cases, these changes have

replicated earlier findings using a semi-artificial language, suggesting behavioural

effects were not driven by L1 influence (Culbertson & Adger 2014). In the set of the

present experiments, I am already using speakers of a language that does not have

V2, in order to reduce the possibility that experience with this type of language, and

a particular distribution of initial elements will confound my interpretation of the

findings. In principle, I could test speakers of a language with object before subject, to

see whether even for these participants the adjunct language is best. However, such

languages are rare (and most speakers bilingual in a subject-initial language). Instead,

in this chapter, I focus on the second option. In the following, I first elaborate on the

advantage of using a less L1-like artificial language (§4.2). Then, I report the results of

two experiments replicating experiment 3; first using a fully-artificial language (§4.3),

second using a visual language (§4.4). The results of both experiments will then be

discussed (§4.5), before the chapter concludes with a summary of the main findings

(§4.6).
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4.2 Replicating the effects of experiments with different
lexicon types

The goal of this chapter is to test whether a language with a uniform distribution of

clause-initial constituent types produces a learning advantage, e.g., over a language

with a skew favouring adjuncts in initial position, when the language is less similar

to participants’ L1. If the adjunct-initial advantage persists, then interference from

participants’ L1 is not likely to be solely responsible. This would suggest the possibility

that having a large proportion of adjuncts in initial position led to the learning advantage,

though future work might be needed to conclusively show this. In experiments 1–3, a

semi-artificial language was used to ease the burden of lexical learning. This procedure

should enable participants to focus on the syntactic patterns rather than lexical learning.

Furthermore, this approach generally allows a greater variability of lexical items to be

used. More variable lexical items allow for better control of any confounding effects of

specific lexical items. In the case of V2, it also increases the type variability of elements

occurring in the initial-position. Both these aspects were desirable. However, given that

the results suggest the possibility of L1 influence, it makes sense to change this aspect

of the design.

4.3 Experiment 4
To test the effect a changed artificial language has, in Experiment 4, I conducted a

fully-artificial language learning experiment. Getz (2018) has already demonstrated that

a fully-artificial V2 grammar can in principle be learnt under experimental conditions.

Issues with the learnability of the language are therefore not expected. Apart from the

nature of the language, one further change was made to the experimental design. Recall

that no subject-dominant condition was included in experiment 3 on the grounds that the

language in this condition would resemble natural English too closely. This restriction

does not necessarily hold to the same degree once I move to a fully-artificial lexicon:

The relation between the language used in experiment 4 and English is much weaker.

Consequently, four instead of three conditions were included: the uniform condition

(where subjects, direct objects and adjuncts are realised with the same frequency clause-

initially), and three skewed conditions with either subjects, objects or adjuncts as the

most frequent element.

I test the same hypothesis as in my previous experiments: More variability in the

clause-initial position should lead to better learning of a V2 grammar. For now, the

hypothesis is still framed in terms of variability in the grammatical functions (i.e.

subjects, direct objects, and adjuncts). For the operationalisation of what it means to

learn a V2 language, the same measures as in experiments 1 & 2 were adopted, namely

the extrapolation of the verb placement rule and the flexibility of the clause-initial

constituent.
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4.3.1 Methods
Similar to all previous experiments in this thesis, the present experiment was preregistered

before data collection commenced. The ethics board of the Linguistics and English

Language department of The University of Edinburgh granted ethics approval (404-

2122/2). The experiment was again implemented with the JavaScript library jsPysch

(de Leeuw, Gilbert & Luchterhandt 2023).

4.3.1.1 Participants
211 participants were recruited online after the experiment was advertised on Prolific.

Participants were paid £3.96 as compensation for their participation. Prolific filters

were used to restrict the participant pool to participants from traditionally monolin-

gual English-speaking countries, viz. the US, Canada, UK, Ireland, Australia and New

Zealand.1 As in the previously reported experiments, additional filters were set so that

only English monolinguals growing up with English as their earliest and only language

could participate. Additionally, English had to be their primary language. Participants’

subjects at university could not include English language, English literature or languages

more broadly. Finally, an approval rating of 95% or higher was required to be eligible

for participation. 14 participants had to be excluded, because of their low perform-

ance during training following the preregistered exclusion criterion (cf. §4.3.1.3). No

participant indicated any knowledge of a V2 language in a post-test questionnaire. In

the analysis of the data, 50 participants in the uniform and object-dominant condi-

tion, 49 participants in the adjunct-dominant condition, and 48 participants in the

subject-dominant condition were included.

4.3.1.2 Materials
A fully-artificial language was used to construct the stimuli materials. The change from a

semi-artificial language to a fully-artificial language necessitated several changes to the

materials compared to previous experiments. First, the lexicon size had to be reduced

to make the language learnable in a relatively short time frame. Table 4.1 provides

the full list of the lexical items and morphological markers used in the experiment.

Three major constituent types were included: nominal phrases, prepositional phrases

and verbs. NPs can be further subdivided into animate nouns and inanimate nouns.

While the former category included animals, the latter category comprised objects. The

second type, i.e. PPs, described environmental conditions. All PPs are headed by the

same preposition, namely en. The final category are verbs. Two different types of verbs

were included: three transitive verbs denoting irreversible actions and one ditransitive

verb. The inclusion of irreversible transitive actions should ensure that participants

could easily identify the actor and patient of a sentence. The language also included

a determiner i as well as accusative and dative case marking. In order to ease lexical

learning, all lexical items were constructed in such a way that they either stand in an

onomatopoetic relation with the denoted concept (e.g. muh ‘cow’) or roughly resemble

1In contrast to the previous experiments, participants were recruited from a broader group to create a
more representative sample.
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4.3 Experiment 4

Category Subcategory Lexical items

Noun
animate kit ‘cat’, muh ‘cow’, gak ‘chicken’, onk ‘pig’

inanimate bil ‘ball’, tic ‘tic’, schin ‘light bulb’, bup ‘trumpet’

PP
en nih ‘in the night’, en driz ‘in the rain’, en flek ‘in the

snow’, en sul ‘in the sun’

Verb
transitive benga ‘(to) hammer’, mawa ‘(to) kiss’, pifa ‘(to) shoot’

ditransitive hada ‘(to) give’

Determiner i ‘the’

Case marker
accusative -pi

dative -ki

Table 4.1: Lexicon of artificial language used in experiment 4.

the English translation for a related word (e.g. en flek ‘in the snow’ from snowflake).

This design choice enabled the inclusion of more lexical items, which is potentially

important, given my hypothesis that variability is key.

Before training sentences were constructed, one animate noun, one inanimate noun

as well as one PP were randomly selected for each participant to be withheld during

training. The ditransitive verb was also not included in the training materials. The

remainder of the words were combined with all transitive verbs to create a total of 81

unique sets that encompassed one element of each constituent type. For each set, a

subject-initial, an object-initial and an adjunct-initial sentence was created, following the

word order blueprints illustrated in (1a) to (1c). Animate nouns were subjects, inanimate

nouns were direct objects and PPs were adjuncts. In each permutation, a determiner

was added to the subject and the direct object to form DPs. Furthermore, direct objects

were marked by the accusative suffix -pi. Note that in contrast to experiments 1–3, no

movement marker was included. The meaning of sentence-medial adverbs like often or

usually are difficult to teach in a short experiment. Moreover, movement markers were

included in experiments 1–3 to highlight the deviating patterns in the semi-artificial

language from participants’ native language. Due to the fully-artificial nature of the

language, pointing out the differences did not have the same importance.

(1) a. S-V-DO-A

b. DO-V-S-A

c. A-V-S-DO

From these 243 sentences, 45 were selected randomly for each participant as training

sentences. This approach helps to counterbalance any confounding effects arising from

specific lexical items. On a par with previous experiments, the distribution of different

clause-initial elements was determined by the condition. In the uniform condition,

subjects, direct objects and adjuncts occurred with the same frequency in clause-initial

position. In the subject-dominant condition, subjects accounted for the majority of all
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Condition Subject-initial Object-initial Adjunct-initial

Uniform 15 15 15

Subject-dominant 27 9 9

Object-dominant 9 27 9

Adjunct-dominant 9 9 27

Table 4.2: Distribution of subject-initial, object-initial and adjunct-initial sentences in

each of the four conditions in experiment 4.

clause-initial elements, while in the object-dominant condition objects are the most

frequent clause-initial element. Accordingly in the adjunct-dominant condition, adjuncts

dominated the clause-initial position. The dominant element in each of the skewed

conditions accounted for 60% of all clause-initial elements. The two non-dominating

elements made up 20% each of initial constituent types. In the uniform condition on the

other hand, subjects, direct objects and adjuncts were equally distributed — i.e. 33.3%.

Based on these distributions, the appropriate amount of subject-initial, object-initial and

adjunct-initial sentences was sampled from the set of all sentences. See Table 4.2 for the

exact numbers. One consequence of the random sampling was that some participants

might have encountered all three sentence versions (i.e. subject-initial, object-initial

and adjunct-initial) constructed from the same set, whereas others might have been

exposed to either only one or two variants. The sentences were divided into two blocks,

while maintaining the distribution of clause-initial elements. The first block comprised

15 sentences, while the larger second block contained 30 sentences. The first block was

used for reading trials, the second for production trials (cf. §4.3.1.3).

For the testing phase, two different sets of materials were created. The first set

was used for production testing and consisted of 23 unordered sets of constituents.

Two subcategories can be distinguished based on their composition: one subcategory

contained exclusively familiar constituent types, i.e. subject, direct object, adjunct

and verb. The second subcategory included familiar types (i.e. subject, direct object,

and verb) but crucially also one novel constituent type, namely an indirect object.

Indirect objects were marked by the dative case marker -ki (cf. Table 4.1). Similar to

the previous experiments, trials with indirect objects allow me to measure how well

participants generalise XP-fronting. No complex adjuncts were included, as the lexicon

did not comprise any words that could function as modifiers and additional words

would be difficult to teach in the short time of the experiment. For both subcategories

of testing items, the lexical novelty of individual constituents was manipulated. Recall

that one animate noun, one inanimate noun and one PP was withheld during training.

These words thus constitute novel lexical items for participants during testing. Using

both familiar and novel lexical items allows me to control for potential preferences

of participants due to the lexical familiarity of particular items. It is conceivable that

participants are more reluctant to place lexically novel words in clause-initial position

than lexically familiar words. For the sets with transitive verbs, all possible permutations
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of lexically familiar and novel animate nouns, inanimate nouns and PPs were constructed.

The only exceptions were exclusively familiar lexical items, seven different combinations

thus remained. One permutation per combination was randomly selected for each

participant. That is, seven unordered testing sets with exclusively familiar grammatical

functions were included in the testing materials.

For sets with indirect objects, the procedure was slightly altered: First, subjects and

indirect objects were never both lexically novel. The semantics of the ditransitive verb

give dictates that the indirect object (i.e. the recipient) is animate. Given that only one

lexically novel animate noun existed, the same noun could not simultaneously function

as subject and indirect object. Consequently, either the subject or the indirect object

was represented by a lexically novel item, while the other had to be represented by

a lexically familiar item. Second, permutations with lexically familiar subjects, direct

objects and indirect objects were included, because the ditransitive verb was lexically

novel for participants. That is, one constituent was still unfamiliar to participants. For

each of the six possible combinations, one permutation of lexical items was randomly

selected with the exception of the one where the indirect object was represented by a

novel lexical item: The combinations lexically familiar subject, lexically novel direct

object and lexically novel indirect object allow three different versions of which all were

included. Accordingly for the combinations with familiar subject, familiar direct object

and unfamiliar indirect object, nine different options are possible, and all were included

for each participant. These testing trials were therefore identical across participants.

That is a total of 16 unordered sets with indirect objects were included.

The second set of testing items was used for a judgement task (cf. §4.3.1.3). Sentences

were created by crossing the three factors verb position (V2 or V3), initial constitu-

ent (subject, adjunct, direct object, or indirect object) and lexical item (lexically

familiar initial element or lexically novel initial element). The first two factors are

almost identical to the ones in experiments 1–3 — the only difference is that complex

adjuncts were replaced by subjects in the present experiment. The third factor on the

other hand is new: It encodes whether the clause-initial element was seen during train-

ing (= lexically familiar) or withheld during training (= lexically novel). One sentence

each was created for level combinations involving familiar clause-initial grammatical

functions (i.e. subjects, direct objects and adjuncts). Three sentences for each level com-

bination were created with the initial constituent as an indirect object. That is, a total

of 24 test sentences were constructed. Test sentences with V3 order all featured subjects

in second position (i.e. XP-S-V) with the obvious exception of subject-initial sentences.

In these cases, the adjunct followed the subject (i.e. S-PP-V-DO). On a par with other

training and test items for the experiment, judgement sentences were randomly selected

for each participant.

4.3.1.3 Procedure
The experiment could be accessed through a web browser on participants’ personal

computers or laptops. At the beginning of the experiment, participants were informed

that the purpose of the experiment is to learn an alien language with the help of

materials compiled by a teacher. The experiment was divided into three phases: training
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(a) cow (b) light bulb (c) in the rain

Figure 4.1: Three examples for lexical learning in experiment 4.

and testing of lexical items, word order training and word order testing. In the first

phase, bare nouns and PPs were introduced; verbs were not separately introduced. One

item from each category was withheld from participants to be used as novel lexical item

in the last phase of the experiment (cf. §4.3.1.2). First, one image at a time visualising

a noun (either animate and inanimate) was shown.2 Underneath each image, a box

was displayed showing the corresponding word in the alien language. After 500ms, a

continue button was enabled and participants could proceed to the next trial. Each

noun was shown twice in a randomised order. Once participants completed all noun

training trials, they were tested on how well they have learnt individual lexical items.

In a given trial, participants saw an image representing a noun and two answer options

below the image — a foil and the correct answer. After selecting one of the answer

options, participants received feedback on their performance. If the correct word was

chosen, feedback was shown for 800ms. However, if participants selected the incorrect

word, feedback was shown for 1200ms where participants were informed which the

correct answer was. Each noun was tested once. The noun training and testing was

succeeded by training and testing of PPs. The procedure was identical to the one for

nouns. Figure 4.1 provides examples for the images used in the lexical learning part.

In the next phase of the experiment, participants were trained on the word order

of the language. This was the first time that participants encountered the verbs. No

special instructions were provided for the verbs as their meaning could be deduced from

the context. Following the insights from Chapter 2, a reading task and a production

task were used to teach participants the word order. At the start of the reading task,

participants were informed that they would see sentences in the alien language along

with a scene depicting the sentence. Furthermore, they were instructed to identify

either the doer (i.e. subject), the doee (i.e. direct object), the action (i.e. verb) or the

environment of the action (i.e. adjunct). These terms deviate considerably from the

terminology of previous experiments, in that they are less technical than before. Even

2I thank Clem Ashton and Kenny Smith for providing me the images used in experiment 4.
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Figure 4.2: Example of a reading trial during training in experiment 4. Constituents

were successively revealed, one at a time: i ticpi, pifa, i kit en flek. To facilitate

learning, the meaning of the sentence was illustrated with an image. Once

the whole sentence was visible on the screen, participants had to identify

the prompted constituent type by clicking on it.

though the high error rate in the reading task in Chapter 3 was attributed to difficulties

with the language and not the task (cf. fn.7 in §3.2), the terminology was nevertheless

simplified. During a reading trial, the image illustrating the scene was shown first for

500ms. The orientation of the images was determined randomly: It was either shown

normally or vertically flipped. The random orientation was used to prevent any bias

relating the position in the sentence to the position of the entity in the image. For

instance, without the random orientation, subjects would always appear on the left and

(English-speaking) participants might therefore want to produce them first. Sentences

were incrementally revealed (constituent-by-constituent) with a delay of 500ms between

constituents. As before, the purpose of delaying the revelation of constituents was to

provide participants sufficient time for reading. Once the whole sentence was visible

on the screen, participants were prompted to select one of the constituents by clicking

on it, as shown in Figure 4.2. If participants clicked on the correct constituent, the

feedback was shown for 1000ms. If they clicked on the wrong constituent, feedback

was shown for 3000ms. Akin to previous experiments, the pre-registered exclusion
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Figure 4.3: Example trial for production task during training in experiment 4. Only the

initial constituent was given at the beginning of each trial. The remaining

constituents were shown underneath. By clicking on the words, participants

could construct sentences. Participants could correct their productions be-

fore submitting their answers, by clicking the reset button. All provided

words had to be used.

criterion was based on participants’ performance during the reading task. If participants’

accuracy score was lower than 66%, their data was excluded from further analysis. The

more lenient exclusion criteria was motivated by the higher difficulty associated with

this task compared to previous experiments: Participants need to remember unfamiliar

words while also interacting with an unfamiliar word order. 15 reading trials were

completed by participants.

The second training task involved production. Participants were provided with the

clause-initial constituent along with three blank lines. The constituents to fill the blanks

were provided as clickable buttons below the initial constituent and the three lines,

as illustrated in Figure 4.3. All constituents had to be used — otherwise participants
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Figure 4.4: Example trial for judgement task during training in experiment 4. Parti-

cipants had to determine whether the provided sentence could be produced

by a speaker of the language.

could not proceed to the next trial. As in the reading trials, an image illustrating

the sentence was provided above the sentence. The orientation of the image (i.e.

flipped or non-flipped) was again determined by chance. The order of the unused

constituents was randomised for each participant and trial. Participants could reset

the constructed sentence before submitting their answer. Feedback was provided after

each trial. The duration for which the feedback was shown on the screen was shorter

(1500ms) if participants produced a correct sentence than if their production was

erroneous (3000ms). Participants completed 30 trials of this type.

After participants completed the training, they were tested on their acquired know-

ledge of the language. The testing phase consisted of three parts. First, the words that

were withheld from participants during training were introduced. The procedure was

identical to the one in the training task (though without the testing component). The

ditransitive verb hada ‘(to) give’, however, was explained to participants by providing

the English translation. This was necessary because the meaning could not be as easily

153



Chapter 4 Distinguishing the effects of transfer and learning advantage

Part Task type n trials Feedback

Lexical learning

Noun learning 12 n/a

Noun testing 6 yes

PP learning 6 n/a

PP testing 3 yes

Syntactic learning
Reading 15 yes

Production 30 yes

Syntactic testing
Production 23 no

Judgement 24 no

Table 4.3: Summary of experimental procedure in experiment 4. The experiment con-

sisted of three distinct phases. First, lexical items were taught to participants.

Afterwards, the word order of the language was introduced to participants

with the help of two tasks. Finally, participants’ knowledge of the word order

of the language was tested with again two tasks.

visually illustrated as the one of the nouns and PPs. The second part consisted of a

production task akin to the one in training — the only exception was that no clause-

initial constituent was provided and no feedback was given. Participants completed 23

trials of this type. The final task was a judgement task where participants had to judge

whether a speaker of the alien language would use the shown sentence by clicking

either ‘Yes’ or ‘No’ (Figure 4.4). A total of 24 judgement trials were included in the

experiment. On a par with all previous tasks, an image was provided in each production

and judgement trial that depicted the scene described by the stimulus sentences. The

orientation of the image was randomly determined. Again, no feedback was provided.

At the end of the experiment, participants were asked to fill in a questionnaire which

gathered information on the strategies they employed to produce and judge sentences

in the alien language. Furthermore, the questionnaire asked whether participants had

noticed the case markings -ki and -pi and what language background participants have.

The experimental procedure is summarised in Table 4.3.

4.3.2 Predictions
As in the previous experiments, the hypothesis investigated in this experiment is that

higher variability of different clause-initial constituents — subject, direct object, and

adjunct — will lead to better learning of V2. On a par with experiments 1 & 2 reported in

Chapter 2, learning of a V2 grammar was operationalised as generalising the verb place-

ment rule and the flexibility of the clause-initial constituent.3 In other words, learners

need to extrapolate (i) that the verb is realised in the second position irrespective of the

3The verb placement was not included in the operationalisation of V2 in the pre-registration of exper-
iment 3. This is problematic: the realisation in the second position constitutes one of the defining
features of V2. I therefore included verb placement as part of an exploratory analysis.
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clause-initial constituent and (ii) that different constituent types — with the exception

of the finite verb — can occupy the clause-initial position. In conjunction with the

hypothesis under scrutiny, three predictions were derived from this operationalisation.

First, participants should produce sentences with verbs in second position above chance.

No differences between conditions are predicted to arise as verbs were always placed in

second position during training in all conditions. This prediction therefore functions as

sanity check. Second, participants in the uniform condition should produce or accept

V2 sentences with initial novel constituents at a higher rate than participants in the

skewed conditions. Finally, participants in the uniform condition should be better as

discriminating grammatical V2 sentences with novel types of initial constituents from

ungrammatical V3 sentences. Participants have not been familiarised with either of

these sentence types. If participants accept the former but not the latter, I have evidence

that participants generalise V2. In addition to this same basic hypothesis, given the

findings of experiment 3, I will also be on the look-out for differences between the

skewed conditions. In particular, the adjunct-initial skewed condition may again be

learnt better. If this is the case, I will discuss the implications for my hypothesis.

4.3.3 Results
The data obtained in experiment 4 was analysed in accordance with the procedure used

for experiments 1–3. That is, the R (R Core Team 2022) packages ggplot2 (Wickham

2016) and lme4 (Bates et al. 2015) were used for plotting and statistical analysis,

respectively. Besides, Wald tests were used for obtaining p-values of model coefficients.

The standard alpha level of 0.05 was used to determine significance.

4.3.3.1 Hypothesis-confirming analysis
Figure 4.5 depicts the proportion of V2 sentences produced by participants in each

of the four conditions. According to the first prediction, participants should produce

verbs in second position at a higher than chance level. Furthermore, no differences

between the four conditions are expected. I fitted a mixed-effects logistic regression

model to all produced sentences. Verb position was used as dependent variable (V2 =

1, non-V2 = 0). The model included condition as fixed effect and by-participant and

by-item random intercepts. condition was treatment coded with the subject-dominant

condition as the baseline. The model revealed that participants in the subject-dominant

condition produced V2 sentences more often than expected by chance (β = 7.38, SE =

.79, p= 3.97×10−27). To determine whether the other conditions also placed verbs
in second position at a higher rate than expected by chance, three additional models

with identical effect structure were fitted to the same data with adjunct-dominant,

object-dominant and uniform, respectively, as the baseline. The models indicated that

verbs were placed in second position at higher than chance level in all three conditions

(object-dominant: β = 6.33, SE = .76, p= 8.37×10−23; adjunct-dominant: β = 4.74 ,
SE = .74, p= 3.30×10−15; uniform: β = 4.95, SE = .70, p= 4.19×−18). To compare
the different conditions with respect to the rate of V2 productions with each other, the

simple effects of condition were examined in the models. No difference was found for the
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Figure 4.5: Proportion of produced V2 sentences by condition in experiment 4. Coloured

dots represent the proportion of individual participants, black dots the means

by condition. Error bars indicate bootstrapped 95% confidence intervals

of the mean. The dotted line represents chance level. All four conditions

produced V2 sentences at a high rate, greater than chance level, as predicted.

However, the rate with which V2 sentences were produced differs across

some conditions.

contrast between the subject-dominant condition and the object-dominant condition (β

= −1.06, SE = .85, p= .21). Participants in the subject-dominant condition produced

significantly more V2 sentences than participants in the adjunct-dominant condition

(β = −2.64, SE = .86, p = .002) and uniform condition (β = −2.43, SE = .86,

p = .005). The object-dominant condition, in turn, did not differ significantly from

the adjunct-dominant condition (β = −1.59, SE = .82, p = .053) and the uniform

condition (β = −1.38, SE = .82, p= .09). Also no significant differences in the rate

of produced V2 sentences was indicated by the model for the comparison between the

adjunct-dominant condition with the uniform condition (β = .21, SE = .83, p= .80).

To summarise, while this analysis has revealed some unexpected differences between

the conditions, the proportion of V2 sentences was significantly above chance, and high

throughout all conditions.

The second prediction for the production data concerned the nature of the clause-

initial constituent. I predicted that participants in the uniform condition should place

more novel constituent types (i.e. indirect objects) in clause-initial position in V2 sen-

tences than participants in the skewed conditions. I therefore examined only productions
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Figure 4.6: Proportion of familiar and novel constituents types in produced V2 sen-

tences in experiment 4. Error bars indicate bootstrapped 95% confidence

intervals. Participants produced predominantly familiar constituent types

(i.e. subjects) in clause-initial position. The analysis showed no significant

differences between conditions, the prediction was therefore not confirmed.

that involved indirect objects. Figure 4.6 shows the proportion of different types of

clause-initial constituents (indirect objects, direct objects, and subjects) in sentences

with V2 order produced by learners. While subjects and direct objects constituted famil-

iar constituent types, indirect objects were a novel type of constituent for participants.

Note that Figure 4.6 includes only cases where indirect objects were lexically novel (i.e.

the lexical item was not seen during training). This is a strict test of generalisation since

lexically familiar indirect objects could be produced in initial position simply because

participants have previously seen them in that position. No comparable restrictions were

applied to the lexical novelty of both subjects or objects; an insufficient number of test

items would have remained for the analysis. Participants in all four conditions displayed

a very strong preference for placing subjects in clause-initial position. However, to

assess whether production patterns for indirect objects differed across conditions, a

mixed-effects logistic regression model was fitted to all V2 sentences that included a

lexically novel indirect object. Each sentence was coded for whether an indirect object

(= 1) or some other constituent (= 0) was placed in clause-initial position. The model

included condition as a fixed effect and by-participant and by-item random intercepts.

condition was treatment coded with the subject-dominant condition as baseline. The

model revealed that neither participants in the object-dominant-condition (β = 1.70,
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Figure 4.7: Acceptance rates of V2-familiar, V2-novel and V3 sentences by condition

in experiment 4. V2-familiar encompasses all sentences with clause-initial

subjects, objects and adjuncts. The category V2-novel comprises sentences

with clause-initial indirect objects. V3 sentences include all sentences with

V3 order. Coloured dots represent participants’ mean acceptance rates, black

dots the mean of the means. Error bars represent 95% confidence intervals.

None of the two predictions for the judgement data were confirmed.

SE = 2.16, p= .43), in the adjunct-dominant condition (β = 1.35, SE = 2.24, p=

.55) nor in the uniform condition (β = 1.97, SE = 2.14, p= .36) placed significantly

more novel constituents in clause-initial position than those in the subject-dominant

condition. To directly compare the other conditions, further models with the same

effect structure were fitted to the same data but with different baselines of condition.

The models indicated no differences across the conditions in placing novel indirect

objects in initial position (object-dominant condition as baseline: adjunct-dominant: β

=−0.35, SE = 1.51, p= .81; uniform: β = .28, SE = 1.37, p= .84; adjunct-dominant

as baseline: uniform: β = .63, SE = 1.48, p= .67). Hence, the second prediction for

the productions was not borne out in the data.

Turning to the judgement data, as in previous experiments, a new factor sentence

type was created. Recall that in this case though, I have both novel and familiar lexical

items in each category. V2 sentences with clause-initial subjects, direct objects or ad-

juncts that are either lexically familiar or lexically novel were coded as V2-familiar. V2

sentences with clause-initial indirect objects — lexically familiar or lexically novel —

were coded as V2-novel. As before, all V3 sentences were coded as V3, independent of
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the clause-initial constituent or its lexical novelty or familiarity. As pre-registered, lex-

ically novel elements were not treated differently in the analysis of the judgement data,

because I hypothesised that lexical novelty should affect production more than judge-

ment. The ratings for each sentence type are illustrated in Figure 4.7. Two predictions

were tested for the judgement data: First, participants in the uniform condition should

be more likely to accept V2-novel sentences compared to participants in the skewed

conditions. Second, participants in the uniform condition should be less likely to accept

V3 sentences than participants in the skewed conditions. To evaluate these predictions,

I fitted a mixed-effects logistic regression model to the V2-novel and V3 data. The model

included condition and sentence type as fixed effects and an interaction term for

both fixed effects. Furthermore, the model was fitted with by-participant and by-item

random intercepts as well as by-participant random slopes for sentence type. The

fixed effects were treatment coded with the subject-dominant condition and V2-novel

sentences as reference levels. To assess the first prediction, I examined the simple effect

of condition. The model indicated that neither the object-dominant condition (β =

.50, SE = .47, p= .28), the adjunct-dominant condition (β = .19, SE = .47, p= .69)

nor the uniform condition (β = .62, SE = .47, p = .18) were more likely to accept

V2-novel sentences than the subject-dominant condition. By refitting the model with

different baselines of condition, while keeping the effect structure otherwise constant,

the other conditions were directly compared. Again, there were no differences between

the conditions in the likelihood of accepting V2-novel sentences (object-dominant vs.

adjunct-dominant: β = −0.32, SE = .46, p= .49; object-dominant vs. uniform: β =

.12, SE = .46, p= .80; adjunct-dominant vs. uniform: β = .43, SE = .46, p= .35). The

results thus show that the first prediction for the judgement data was not confirmed.

The second prediction for the judgement data — i.e. participants’ discrimination

between grammatical V2-novel sentences and ungrammatical V3 sentences should

be better in the uniform condition — was assessed by investigating the interaction

between condition and sentence type. As already suggested by Figure 4.7, V3

sentences were as likely to be accepted by learners in the subject-dominant condition

as V2-novel sentences (β = .61, SE = .36, p= .09). The interaction between V3 and

the object-dominant condition was not significant (β = −0.43, SE = .48, p= .37),

nor was the interaction between V3 and the adjunct-dominant condition (β = −0.20,

SE = .49, p= .69) nor was the interaction between V3 and the uniform condition (β

= −0.42, SE = .48, p= .39). When learners in the object-dominant condition were

directly compared to those in the adjunct-dominant condition and uniform condition,

no difference was found (adjunct-dominant: β = .23, SE = .48, p= .63; uniform: β =

.01, SE = .47, p= .98). Similarly for the direct comparison of the adjunct-dominant

condition and uniform condition, no difference in the discrimination between V2-novel

and V3 sentences was found (β = −0.22, SE = .48, p= .64). In summary, the second

prediction for the judgement data was also not confirmed.

4.3.3.2 Exploratory analysis
When the distribution of novel constituent types in participants’ productions was

analysed in §4.3.3.1, only V2 sentences with lexically novel indirect objects were
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Figure 4.8: Proportion of lexically familiar and lexically novel indirect objects produced

in clause-initial position in V2 sentences by participants in experiment 4.

Error bars indicate bootstrapped 95% confidence intervals.

taken into consideration. This restriction was introduced as a strict measure of the

generalisation of XP-fronting. Figure 4.8 shows the proportion of lexically familiar and

lexically novel indirect objects placed in initial position (note that the y-axis range is

restricted to better illustrate any differences). To examine the rates with which lexically

familiar indirect objects are placed in initial position and to determine whether these

rates differ from the rates for initial lexically novel indirect objects, a mixed-effects

logistic regression model was fitted to all V2 sentences. Sentences were coded for

whether an indirect object (= 1) or another constituent occupied the clause-initial

position. The model comprised condition and lexical novelty as fixed effects as well

as an interaction term for both fixed effects. The model further included by-participant

and by-item random intercepts and by-participant random slopes for lexical novelty.

Both fixed effects were treatment coded with subject-dominant and lexically-familiar as

reference level. I first examined the simple effect of condition to determine whether

the conditions differed in their production of V2 sentences with initial lexically-familiar

indirect objects. The model indicated that none of the conditions produced significantly

more V2 sentences with clause-initial lexically-familiar indirect objects than those

in the subject-dominant condition (object-dominant: β = 1.43, SE = 2.18, p= .51;

adjunct-dominant: β = .01, SE = 2.53, p= .99; uniform: β = 1.25, SE = 2.19, p=

.57). To assess whether differences exist between the amount of produced clause-initial

lexically familiar and lexically novel indirect objects in the different conditions, the
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interaction between condition and lexical novelty was studied. Participants in the

subject-dominant condition were equally likely to produce V2 sentences with clause-

initial lexically novel indirect objects and V2 sentences with clause-initial lexically

familiar indirect objects (β = −0.91, SE = 2.78, p= .74). Neither participants in the

object-dominant condition (β = .21, SE = 2.77, p = .94), in the adjunct-dominant

condition (β = 1.46, SE = 3.07, p= .63) or the uniform condition (β = .77, SE = 2.75,

p= .79) were more likely to produce a sentence with clause-initial lexically familiar

indirect object, as the non-significant interactions reveal. That is, participants did not

display a different behaviour when it comes to the production of lexically familiar and

lexically novel clause-initial indirect objects.

To summarise, while participants appear to have acquired the position of the verb in

all conditions, no other predictions with respect to the generalisation of the V2 property

were confirmed in §4.3.3.1. The failure to confirm any other predictions raises the

question of whether participants were able to learn any other properties of the language

they were trained on. To scrutinise this question more closely, I conducted another

exploratory analysis investigating the acceptance rates for V2-familiar sentences. If

participants did not learn the language, this should become visible in the judgements

of V2-familiar sentences. This sentence type featured exclusively familiar constituent

types in clause-initial position. Figure 4.7 above illustrates the acceptance rate for

V2-familiar sentences in all four conditions. This plot suggests that the acceptance rates

were equally high for V2-familiar sentences in all conditions. This was confirmed in

a mixed-effects logistic regression model fitted to V2-familiar sentences. The model

included condition as fixed effect and by-participant and by-item random intercepts.

condition was treatment coded with the subject-dominant condition as baseline. The

model did not indicate a significant difference between the subject-dominant condition

and the object-dominant condition (β = .17, SE = .19, p= .38), the adjunct-dominant

condition (β = .34, SE = .19, p= .08) and the uniform condition (β = .09, SE = .19,

p= .62).

Although these results suggest that participants in all four conditions learnt the

input language equally well, some doubts remain. The frequencies of different clause-

initial constituent types depicted in Figure 4.6 revealed a heavily skewed distribution.

Participants displayed a very strong preference for placing subjects in clause-initial

position. In the light of this pattern, one might ask whether the high acceptance rates

of V2-familiar sentences were driven by high ratings for subject-initial V2 sentences.

Figure 4.9 breaks down the acceptance rate for all four constituent types that occurred

in clause-initial position in the judgement task. As can readily be gathered from the

plot, the acceptance rates differ quite drastically for different clause-initial constituents

and word orders. Subject-initial V2 sentences received the highest ratings in all four

conditions. In fact, participants in the subject-dominant condition performed at ceiling:

all subject-initial V2 sentences were accepted without exception. By contrast, the ratings

for adjunct-initial V2 sentences are generally lower than those for subjects. Ratings for

V2 sentences with initial direct and indirect objects exhibited the lowest acceptance rates.

If participants did indeed learn the language they were trained on, they should be able

to discriminate between grammatical V2 and ungrammatical V3 sentences with both
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Figure 4.9: Acceptance rates of V2 and V3 sentences with different clause-initial con-

stituents by condition in the judgement task in experiment 4. Error bars

indicate bootstrapped 95% confidence intervals. Subjects, direct objects

and adjuncts were familiar from training. Participants were not exposed

to indirect objects during training, they thus constitute a novel constituent

type. The ratings for indirect objects are included for reference only.

subjects and non-subjects in initial position.4 However, the difference between V2 and

V3 sentences was not as pronounced for non-subject constituent types. I thus analysed

judgements for sentences with initial adjuncts and direct objects (i.e. the familiar non-

subject constituent types). Two mixed-effects logistic regression models were fitted

to these two sentence types respectively. The models included condition and word

order as fixed effect as well as an interaction term for both. The model included

by-participant and by-item random intercepts and by-participant random slopes for

word order. Both fixed effects were treatment coded with V2 and subject-dominant as

baseline. Focusing first on adjunct-initial sentences, the intercept of the model suggests

that participants in the subject-dominant condition rated adjunct-initial V2 sentences at

chance level (β = .24, SE = .24, p= .33). The model also indicated that participants in

adjunct-dominant condition (β = 1.57, SE = .39, p= 5.53×10−5) were more likely to
accept adjunct-initial V2 sentences than participants in the subject-dominant condition.

No differences were observed between participants in the subject-dominant condition

4This is reminiscent of my operationalisation of learning a V2 grammar. Crucially however, learning
the input language does not equate to learning a V2 grammar. Participants do not extrapolate the
verb placement and XP-fronting to novel contexts in this case.
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and the object-dominant condition (β = .22, SE = .34, p = .51) and the uniform

condition (β = .17, SE = .34, p= .60). Participants in the subject-dominant condition

were equally likely to accept adjunct-initial V3 and V2 sentences (β= .34, SE= .31, p=

.28). The non-significant interaction between V3 and the uniform condition (β =−0.66,

SE = .44, p= .13) further suggests that participants in the uniform condition were also

not able to discriminate between adjunct-initial V2 and V3 sentences. This contrasts

with participants in the object-dominant condition and adjunct-dominant condition

who were both significantly more likely to discriminate between adjunct-initial V2 and

V3 sentences, as indicated by the interaction terms (object-initial: β = −0.93, SE =

.44, p= .03; adjunct-initial: β = −1.72, SE = .48, p= 2.92×10−4). Taken together,
these findings indicate that only participants in the adjunct-dominant condition and the

object-dominant condition were able to correctly discriminate between grammatical

and ungrammatical adjunct-initial sentences.

Next, I examined the model for object-initial sentences. Participants in the subject-

dominant condition rated object-initial V2 sentences significantly below chance (β

= −1.24, SE = .36, p = 5.99×10−4). The model showed that only participants in
the object-dominant condition were more likely to accept object-initial sentences than

participants in the subject-dominant condition (β = 1.51, SE = .49, p = .002). All

remaining conditions were equally likely to accept object-initial V2 sentences (adjunct-

dominant: β = .62 SE = .49, p = .20; uniform: β = .94, SE = .48, p = .052).

Participants in the subject-dominant condition were less likely to accept object-initial

V3 sentences compared to V2 sentences (β = −1.05, SE = .42, p = .01). The non-

significant interactions between V3 and all other conditions indicates that participants

in these conditions were not able to discriminate between object-initial V2 and V3

sentences (object-dominant: β = −0.49, SE = .55, p= .37; adjunct-dominant: β =

.33, SE = .55, p= .55; uniform: β = 0.05, SE = .54, p= .92). These results suggest

that participants in the subject-dominant condition were the only ones to discriminate

between grammatical and ungrammatical object-initial sentences.

4.3.4 Discussion
Experiment 4 set out to replicate experiment 3 with a fully-artificial language. In experi-

ment 3, I found that the adjunct-dominant condition, rather than the uniform condition,

produced the best learning (and generalisation) results. Due to the combination of

English vocabulary with an artificial V2 grammar in experiment 3, two possible explan-

ations were suggested for the observed learning advantage of the adjunct-dominant

condition: Participants’ native language (i.e. English) might have interfered — posit-

ively in the case of the adjunct-dominant condition and negatively in the case of the

object-dominant condition. Alternatively, a large proportion of adjuncts in clause-initial

position might actually foster the acquisition of a V2 grammar. To explore the role of

L1 influence, experiment 3 was repeated with a fully-artificial language. The hypothesis

investigated here remained unaltered compared to experiment 3. High variability in the

grammatical functions attested in the clause-initial position was hypothesised to foster

the acquisition of a V2 grammar. This was operationalised as better extrapolation of
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the verb placement rule and XP-fronting to a novel context. Four different distributions

were compared to evaluate the hypothesis: a uniform distribution and three skewed

distributions, a subject-dominant distribution, an object-dominant distribution and an

adjunct-dominant distribution. After participants were trained on the language, I meas-

ured extrapolation (or generalisation) of the verb position and the clause-initial position

by asking participants to produce and judge sentences that featured a novel constituent

type in initial position, namely indirect objects. Using only this one novel constituent

type is more limited compared to experiment 3, but can be considered as stronger test

than the complex adjuncts used in addition to indirect objects in experiment 3.

The analysis of the productions and judgements provided by participants does not

suggest that the language was learnt in any of the conditions. Although participants

were able to place verbs in the correct position in their productions, they showed a

substantial subject bias when it comes to the clause-initial constituent. The exploratory

analysis of the production data further indicated that this cannot be attributed to the

nature of the lexical elements (i.e. whether they were familiar from training or not). In

the cases where novel constituent types were placed in the clause-initial position, no

difference between the conditions manifested, contrary to my predictions. A similar

picture emerged from the judgement data. Participants in all conditions were equally

likely to accept V2 sentences with novel initial constituent types. Moreover, participants

failed to discriminate between grammatical V2 sentences with novel constituent types

in initial position and ungrammatical V3 sentences. These results thus point towards the

conclusion that participants did not learn the V2 grammar. In other words, participants

failed to generalise that the clause-initial position does not exhibit a fixed association

with (a) particular grammatical function(s). The exploratory analysis further showed

that participants even failed to learn the language they were trained on. Although the

analysis of V2 sentences with familiar constituent types in initial position seems to

suggest that participants actually learnt the language, this conclusion does not hold up

under scrutiny. When the acceptance rates for V2 and V3 sentences with individual

clause-initial constituents are compared, it becomes evident that only subject-initial

V2 and V3 sentences could be reliably distinguished. For object-initial and adjunct-

initial sentences, only some conditions could discriminate between grammatical V2

and ungrammatical V3 sentences. This is particularly striking for the object-dominant

condition: Even though the acceptance rate for object-initial V2 sentences was higher

than in other conditions, participants in this condition still failed to discriminate between

V2 and V3 sentences.

The failure of learners to acquire a V2 grammar is particularly unexpected in the

light of Getz’s (2018) study: Even though the extent to which extrapolation occurred

was not measured by Getz (2018), there participants at least learnt the language they

were trained on. Why then did participants not learn this V2 language? Variability

might provide an explanation. Recall from §1.5.1 that variability does not constitute a

homogeneous concept, rather multiple types can be distinguished. Two of those types

were numerosity and heterogeneity. Numerosity denotes the number of training items

learners encounter during learning. This might explain the differences between the

experiment in Getz (2018) and this experiment: While participants underwent 126
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training trials in Getz (2018), only 45 training trials were completed by participants in

my experiment. Even participants in experiments 1–3 were required to complete 90

training trials. Additional training might have been required to acquire the V2 system.

The fact that participants were able to learn the placement of the verb, as indicated by

the production data, does not contradict this explanation. Verbs consistently appeared

in second position in the training data. It is therefore to be expected that participants

perform better at verb placement than at other aspects of the language. That they fronted

and accepted fronted subjects, suggests they may have assumed the languages was

generally SVO. In other words, the relatively small number of training trials may have

been insufficient to over-ride a prior assumption of SVO in these participants. It is worth

noting that determining the appropriate number of training trials in an experiment like

this is tricky: too many training trials might result in ceiling performance, obscuring

differences between participants. It seems clear that here, though, I likely did not

include enough.

Perhaps more interestingly, the second type of variability, i.e. heterogeneity, could

have played a role as well. The number of distinct lexical items used in the current

experiment was low. All words within a class were taken from the same semantic space

(e.g. animals). In addition, all PPs were formed with the same preposition. In experiment

3 by contrast, participants saw a much wider range of items, both between categories and

within categories. The lack of variability might thus have affected learners’ performance

negatively.5 Such an explanation is further supported by the findings of Poletiek &

van Schijndel (2009) and Schiff et al. (2021) who showed that participants learning a

finite-state grammar benefited from more heterogeneous input but not from additional

training trials. Note though that Getz (2018) used a smaller lexicon than I did: three

nouns, two verbs and two adverbs. In Getz (2018) however, verbs bore inflectional

markers, which appeared to be beneficial for learners (cf. §2.2.2). Moreover, the verb

position was alternating between V2 and V-final. As argued in §1.5.2, such alternations

may provide additional evidence to learners for the acquisition of a V2 grammar. The

fact that participants were able to learn the input language in Getz (2018) could thus

be attributed to the presence of additional evidence in the input. Future work using the

paradigm I have developed could include additional such cues (e.g. alternating verb

positions).

Expanding the lexicon to increase heterogeneity is harder to achieve in a short exper-

imental session. A substantial increase in the lexicon of the artificial language would

require an extended training period, potentially over multiple days. Although artificial

languages can be successfully taught over multiple days (Hudson Kam & Newport 2005,

2009, Thompson & Newport 2007), this is not the only option. Fortunately, Shapiro

& Steinert-Threlkeld (2023) offer an intriguing alternative: iconic artificial language

learning. In this new paradigm, lexical items of the language are replaced by icons,

i.e. pictographic representations of the concepts denoted by the lexical items. Shapiro

& Steinert-Threlkeld (2023) provide a proof-of-concept by replicating the results of

previous studies investigating the word order in the noun phrase (Culbertson & Adger

5This would also align with the second explanation for the results in experiment 3, cf. §4.1.
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2014, Martin et al. 2019, 2020). The novel experimental paradigm offers the advantage

that participants do not need to learn the lexical items first before the syntactic structure

can be learnt. This is concomitant with the absence of restrictions on the number of

lexical items that can be used. Such diversity is particularly relevant when variability

of lexical items is required — as it is the case in the present thesis. The design also

offers the added advantage that different linguistic populations can be tested with the

same language thereby alleviating problems of typologically unrepresentative samples

of tested populations (Shapiro & Steinert-Threlkeld 2023: 146).6

In this section, I have presented the results of a fully-artificial language learning

experiment. The goal of the experiment was to replicate the findings of experiment 3

(cf. §3.2). The analysis showed however, that learners failed to acquire the V2 language.

In fact, participants even failed to learn the language they were trained on. In the

following discussion, I argued that the lack of variability in the lexicon might have

caused this. In experiment 5, I use a new paradigm, namely iconic artificial language

learning, to train participants on a V2 grammar.

4.4 Experiment 5
The goal, hypothesis and predictions of experiment 5 remain identical to experiment 4.

Other than the change to the nature of the language itself, I also dropped the subject-

dominant condition. Participants in experiment 4 displayed a very strong initial subject

bias suggesting that this condition is probably uninformative for my purposes.

4.4.1 Methods
The software used in experiment 5 (running the experiment and analysis) was identical

the one in experiment 4. Since the hypothesis as well as the predictions are identical

to those in experiment 4, I based my analysis on the preregistration for that study.

The experiment received ethical approval from the ethics board of the Linguistics and

English Language department of The University of Edinburgh (395-2223/1).

4.4.1.1 Participants
156 participants were recruited online after the experiment was advertised on Prolific.

Participants received £4.34 as compensation for their participation. In-built Prolific

prescreeners were used to restrict participation. The same geographical restrictions as

in experiment 4 were set (i.e. USA, Canada, UK, Ireland, Australia & New Zealand).

Similarly for the language background, participants had to have grown up monolingually

with English as their earliest and only language to be eligible to participate. In addition,

their primary language had to be English and their subjects at university could not

include English language, English literature or languages more generally. As before,

participants’ approval rating for past participation on Prolific had to be at least 95%.

6Note that this advantage is not relevant for the current set of experiments. However, if non-English-
speaking populations should be tested in the future, this advantage will become relevant.
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Six participants were excluded from further analysis because they failed to meet the

inclusion criterion based on their performance during training (cf. §4.4.1.3). One

participant reported knowledge of Norwegian (a V2 language, see §1.2.2) and one

participants admitted to have taken notes. However, both participants failed to meet

the inclusion criterion and were therefore already excluded. 50 participants in each of

the three conditions — i.e. the uniform condition, the object-dominant condition and

the adjunct-dominant condition — were analysed.

4.4.1.2 Materials
Following Shapiro & Steinert-Threlkeld (2023), sentences for training and testing

were constructed using an iconic artificial language. That is, the lexical items of the

language were represented by icons instead of written words.7 As aforementioned,

the usage of icons instead of words has similar benefits to using a semi-artificial

language: Participants do not need to learn the lexical items but can instead focus

on learning the syntactic pattern of the language. The icons were picked such that

the meaning be easily identifiable with participants’ cultural background. Icons were

divided into four semantically motivated classes: animate persons, inanimate objects,

actions and environments. Animate persons denote professions or athletes (in a broad

sense); inanimate objects were either foodstuff or objects of everyday life. Actions

involved some degree of physical action, whereas environments described either the

weather conditions or a location. These icon categories will henceforth be referred

to as animate nouns, inanimate nouns, verbs and PPs, to highlight the similarities to

the previous experiment. In the language that participants learnt, these four classes

correspond to a specific syntactic function, namely subjects, direct objects, verbs and

adjuncts. No movement marker was included for two reasons. First, sentence-medial

adverbs such as often may not be easily identifiable when represented as icons. Second,

movement markers in experiments 1–3 signalled to learners that the English variety they

were learning differed from their native one. Given the absence of a comparably close

relationship between participants’ L1 and the language used in the present experiment,

the inclusion of such indicators for movement was deemed less critical compared to

previous experiments. The number of lexical items was not evenly distributed across

classes: Whilst animate nouns, inanimate nouns and PPs contained 18 elements each,

only 12 lexical items were included as verbs. The rationale for including a lower number

of verbs was that the lexical variability in the clause-initial position was considered

more important than the one in second position (i.e. verbs). Examples of icons used as

animate nouns, inanimate nouns, verbs and PPs are provided in Table 4.4.

As in experiments 3 and 4, the distribution of clause-initial elements (subject, direct

object and adjunct) was contingent on the experimental condition. All three constituent

types were equally frequent in the clause-initial position in the uniform condition. In

the object-dominant condition, direct objects were more likely to appear in the initial

position. In the adjunct-dominant condition, adjuncts were the most frequent initial

elements. The subject-dominant condition was dropped again from the design given

7All icons were taken from Flaticon.com.
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Category Item1 Item2

Animate N cyclist diver

Inanimate N bag chocolate

Verb (to) paint (to) wipe

PP in the mountains on the beach

Table 4.4: Examples of icons used in experiment 5. Four categories of icons can be

distinguished: animate nouns, inanimate nouns, verbs and PPs.

the overwhelming SVO-bias displayed by participants in that condition in experiment 4

(cf. §4.3.3).

I created 12 unordered sets of constituents used for training. 12 animate nouns, 12

inanimate nouns, 12 PPs and six verbs were selected from the whole lexicon. Each icon

was included in one set only, apart from verbs which featured in two sets. The remaining

icons in the lexicon were completely withheld from participants during training and

were used to construct testing materials (see below). From each set, three different

visual sentences were created, a subject-initial version, an object-initial version and

an adjunct-initial version. A total of 36 different sentences were thus created by this

method.

Three training blocks were devised for each condition. The training items for the

uniform condition were created by assigning each of the sentences created from the

12 unordered sets to two of the three training blocks. Sentences were distributed

evenly across blocks. No sentence was assigned to the same block twice. Moreover,

the number of different clause-initial constituents was balanced within and across

blocks. That is, subjects, direct objects and adjuncts accounted for equal proportions of

initial constituent types (i.e. 33.3%) in the uniform condition. In the skewed conditions

in contrast, 50% of all training sentences featured the dominant constituent type in

initial position (i.e. direct objects or adjuncts). Note that this proportion is 10% lower

than in experiments 3 and 4. This reduction was necessitated by the smaller number

of training sets. Two different sentences from each training set were assigned to a

training block. Due to the skew, a different method was used for the assignment of the

sentences to the training blocks. The sentence with the dominating element in initial

position was assigned to each of the three training blocks. One of the two sentences

with non-dominant constituent types was assigned to two blocks, the other sentence to

one block. The overall distribution of clause-initial constituents was maintained within

and across training blocks in both skewed conditions. Table 4.5 summarises the number

of different sentence types for each of the conditions. By Latin Squares, three training

lists were created from the training blocks for each condition. The order of the training
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Condition Subject-initial Object-initial Adjunct-initial

Uniform 24 24 24

Object-dominant 18 36 18

Adjunct-dominant 18 18 36

Table 4.5: Distribution of subject-initial, object-initial and adjunct-initial sentences in

each of the three conditions in experiment 5.

sentences in a block was randomised for each participant. The first block was used for

a reading task and the two remaining blocks for a production task (cf. §4.4.1.3).

Two sets of testing materials were constructed — one for a production task and one

for a judgement task. Materials for the former consisted of unordered sets of icons.

The icons could be used by participants to form visual sentences (cf. §4.4.1.3 for more

details). All of the sets contained a subject, a direct object and a verb. In half of the sets,

the fourth constituent was an adjunct, whereas in the other half a novel constituent

type was added. On a par with experiment 4, this novel constituent type was indirect

objects. Eight sets with familiar constituent types only and eight sets with the novel

constituent type were created. Half of the familiar sets contained subjects, direct objects

and adjuncts that were not included in the training materials, they were thus lexically

novel. The verbs were used in the training items, they were thus lexically familiar.

The other half consisted of subjects, direct objects and adjuncts that were lexically

familiar from the training. However, none of the icons previously co-occurred during

training. The verbs in this type of set were lexically novel. In the icon sets with indirect

objects, a similar procedure was followed. Half of the sets featured lexically unfamiliar

subjects, direct objects and indirect objects, while in the other half, all were lexically

familiar. Note that the verbs were lexically novel in all of those sets, as ditransitive

verbs were not used during training. Two ditransitive verbs were included, give and

throw. Apart from adjuncts, all lexically novel items were used at least once for the

production materials. Only four of the six lexically novel adjuncts could be used as only

four lexically-novel production sets were included.

The second set of testing materials was created for a sentence judgement task (cf.

§4.4.1.3). Sentences were created by crossing three factors: verb position (V2 or V3),

initial constituent (subject, direct object, adjunct, or indirect object) and lexical

item (lexically familiar or lexically novel initial constituent). The number of testing

sentences created for each factor combination depended on which levels were combined.

For V2 and V3 sentences with initial subjects, direct objects and adjuncts, two lexically

novel sentences and one lexically familiar sentence each were constructed. Combinations

that involved indirect objects were more frequent in the materials. For combinations

involving lexically familiar indirect objects in initial position, four sentences were

created and five sentences for combinations that included lexically novel indirect

objects. None of the icons previously co-occurred with any other icon except for verbs.

Note that the lexical novelty of the remaining constituents was balanced across sentences.
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Figure 4.10: Example trials for reading task during training in experiment 5. Constitu-

ents were revealed successively, i.e. in the desert, eats, the diver and the

chocolate. Participants were then asked to click on one of the constituents,

as instructed.

See Appendix C for a full list of all items. A total of 36 testing sentences were thus

created.

4.4.1.3 Procedure
Participants could access the experiment through a web browser from their laptop or

personal computer. On the first page of the experiment, participants were informed they

would be learning a visual language. Following a general introduction, a comprehension

question followed asking what participants would learn in the experiment. Five options

where given, four foils and one correct answer. If participants selected the wrong answer

more than once, they could not continue with the experiment and were asked to return

their submission to Prolific without payment. The experiment proper consisted of two

phases, a training phase and a testing phase. Participants were assigned randomly
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to one of the three training lists per condition. Akin to my previous experiments,

the training phase was divided into two parts, namely a sentence reading task and a

sentence production task. Before participants began with the sentence reading task,

they were informed that they would read sentences and would need to identify different

constituents. More neutral instructions were adopted compared to experiment 3 and

experiment 4 by changing the labels of the constituent types to the doer (i.e. subject), the

thing affected by the action (i.e. object), the action (i.e. verb) and the environment (i.e.

adjunct). To aid participants’ understanding of the task, an English example sentence

was provided for which each of the categories was identified. During each trial, the

procedure was identical to experiment 4: an image depicting the scene described by the

sentence was displayed. The image was randomly vertically flipped for each participant.

This should prevent the induction of any biases reflecting the position of the actor and

patient in the image and in the sentence. The sentence was revealed icon by icon, with

a delay of 600ms. The time span between the revelation of icons was slightly increased

compared to previous experiments to account for the more unusual character of the

experiment. Once the sentence was fully visible, participants had to identify one of the

constituents by clicking on the respective icon, as illustrated in Figure 4.10. Each of the

constituent types was queried six times. Participants received feedback after each trial;

if the choice was correct, the feedback was displayed for 1500ms, and if the wrong

constituent was selected, feedback was shown for 4000ms. Again, the extended times

should give participants sufficient time to process the unusual task. The performance

on this task by participants was used as exclusion criteria. The same threshold as in

experiment 4 was used. That is, participants had to select at least 66% of all constituents

correctly to be included in further analysis (cf. §4.4.1.1). Participants completed 24

reading trials.

In the next part of the training, participants were asked to produce sentences in

the language. The clause-initial constituent as well as three blank lines were provided

on each trial, as Figure 4.11 exemplifies. Akin to experiments 2–4, participants’ task

was to complete the sentence by clicking on the icons that were shown in a triangle

formation to the right of the empty lines. The order of the icons was randomised for

each participant and all icons had to be used. Feedback was provided after each trial. If

the order of the icons was correct, feedback was displayed for 1500ms. However, if the

order was incorrect, feedback was shown for 4000ms. Incorrectly placed icons were

highlighted by a red background. In addition, the correct order was shown underneath

the icons. A total of 48 trials were completed by participants.

The second part of the experiment was the testing phase. Two different types of test

were used. The first task was a production task, similar to the one participants had

completed during training. However, no initial constituent was given and participants

received no feedback after each trial. Participants had to complete 16 trials of this

kind. The second part was again a judgement task. Participants had to judge whether

a speaker of the language would use the given sentence. The meaning of each icon

sequence was illustrated by an image. The orientation (i.e. whether the image was

vertically mirrored or not) was randomised. Participants could chose between ‘yes’ or

no’ as in Figure 4.12. Again no feedback was provided to participants. After participants
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Figure 4.11: Example trial for production task during training in experiment 5. The

clause-initial constituent was always provided to participants. The remain-

ing constituents were given on the right of the empty line. By clicking on

the icons, participants could insert them into the sentence. The order of

the icons was randomised for each participant.

completed all 36 judgement trials, they were asked to translate three icon sequences into

English. This task was included as test for whether participants correctly understood

the icon sequences as sentences. Crucially, no image was provided to illustrate the

meaning and none of the icons co-occurred in the same sentence before. The experiment

concluded with a questionnaire, enquiring about participants’ strategies for completing

the experiment (including their strategies for judging ditransitive sentences) as well as

their linguistic background. Table 4.6 summarises the procedure briefly.
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Figure 4.12: Example trial for judgement task during testing in experiment 5. Parti-

cipants had to decide whether the sentence illustrated by the image would

be used by a speaker of the visual language.

4.4.2 Predictions
The hypothesis and predictions remained unaltered compared to experiment 4 (cf.

§4.3.2). That is, higher variability in the clause-initial position should lead to better

learning of V2. Combined with the previously used operationalisation of V2 — i.e.

extrapolation of the verb placement rule and the flexibility of the initial constituent

to novel structures — I derived the following predictions: First, verbs are placed in

second position more often than expected by chance. No differences between conditions
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Part Task type n trials Feedback

Training
Reading 24 yes

Production 48 yes

Testing

Production 16 no

Judgement 36 no

Translation 3 no

Table 4.6: Summary of experimental procedure in experiment 5. The experiment con-

sisted of two distinct phases. First participants were trained on the word

order of the language. Afterwards, they were tested on how well they have

learnt the order. In addition, they had to translate sentences from the visual

language into English.

are expected. Second, participants in the uniform condition should produce as well as

accept sentences with novel constituent types in initial position at a higher rate than

participants in the skewed conditions. Finally, participants in the uniform condition

should be better at discriminating V2 sentences with novel constituent types in clause-

initial position from ungrammatical V3 sentences.

4.4.3 Results
4.4.3.1 Hypothesis-confirming analysis
Figure 4.13 shows the proportion of verbs placed in the second position in participants’

production by condition. I predicted that irrespective of the condition, participants

should place verbs in second position above chance, with no difference between con-

ditions. To verify this prediction, I fitted a mixed-effects logistic regression model to

participants’ production. All produced sentences were coded for whether the verb was

realised in second position (=1) or not (=0). The model included condition as fixed

effect as well as by-participant and by-item random intercepts. condition (object-

dominant, adjunct-dominant or uniform) was treatment coded with the object-dominant

condition as baseline. The model showed that participants in the object-dominant con-

dition placed verbs in second position significantly above chance (β = 4.02, SE = .51,

p= 1.32×10−23). Learners in the adjunct-dominant condition did not differ from this
(β = −1.16, SE = .62, p= .06), nor did learners in the uniform condition (β = .02,

SE = .63, p= .97). The adjunct-dominant condition and the uniform condition were

directly compared by fitting another model with identical effect structure to the same

data with adjunct-dominant as baseline for condition. The model again showed no

significant difference (β = 1.18, SE = .61, p = .053). That is, the results from the

production of V2 sentences match my predictions.

To assess the second prediction for the production data, I examined the constituent

types in V2 sentences produced by participants. I predicted that participants in the

uniform condition should place more novel constituent types in clause-initial position
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Figure 4.13: Proportion of produced V2 sentences by condition in experiment 5. Col-

oured dots represent the proportion of individual participants, black dots

the means by condition. Error bars indicate bootstrapped 95% confidence

intervals of the mean. The dotted line represents chance level. All three

conditions produced V2 sentences at a high rate, greater than chance level.

No differences could be observed between conditions, as predicted.

than those in the skewed conditions. Indirect objects constitute novel constituent types,

while subjects, direct objects and adjuncts form the category of familiar constituent types

(though adjuncts were not included in sets with indirect objects). Figure 4.14 visualises

the proportion of different constituent types in clause-initial position in V2 sentences

produced by participants. As in experiment 4 (cf. §4.3.3.1), only sentences formed from

sets with lexically novel constituents — i.e. those that were unfamiliar from training

— were included. The prediction was assessed with a mixed-effects logistic regression

model. The dependent variable encoded whether a novel constituent type (=1) or

a familiar constituent type (=0) was placed in initial position. The model included

condition as fixed effect. In addition, the model comprised by-participant random

intercepts. By-item random intercepts were dropped due to singular fit. condition was

treatment coded with object-dominant as baseline. The model revealed that participants

in the adjunct-dominant condition did not place more novel constituents in initial

position than participants in the object-dominant condition (β = .43, SE = 1.11, p

= .70). Learners in the uniform condition also did not produce significantly more V2

sentences with initial novel constituents than learners in the object-dominant condition

(β = −0.70, SE = 1.19, p= .56). To directly compare the adjunct-dominant condition
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Figure 4.14: Proportion of familiar and novel constituent types in produced V2 sentences

in experiment 5. Error bars indicate bootstrapped 95% confidence intervals.

Similar to experiment 4, participants showed a preference for clause-initial

subjects (i.e. a familiar constituent type). The analysis showed no signi-

ficant differences between the three conditions in that novel constituents

(i.e. indirect objects) were placed equally frequent in initial position. The

prediction was therefore not confirmed.

with the uniform condition, another model with identical effect structure was fitted to

the same data, the only difference being that the adjunct-dominant condition was used

as baseline for condition. The model results do not provide evidence for a significant

difference between the two conditions (β = −1.13, SE = 1.19, p= .34). The findings

do not match my predictions as no advantage of the uniform (or adjunct-dominant)

condition was found.

I then examined the judgement data. A new factor sentence type was created by

grouping together different levels of verb position and initial constituent. V2

sentences with initial subjects, direct objects and adjuncts were categorised as V2-

familiar. V2 sentences with indirect objects in clause-initial position were subsumed

under the label V2-novel. All other sentences irrespective the initial constituent were

grouped together as V3. The ratings for the different sentence types are shown in Figure

4.15. I formulated two predictions for the judgement data: participants in the uniform

condition (i) should accept V2-novel sentences at a higher rate than participants in the

skewed conditions and (ii) should be less likely to accept ungrammatical V3 sentences

in contrast to the skewed conditions. In order to test the two predictions, a mixed-
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Figure 4.15: Acceptance rates for V2-familiar, V2-novel and V3 sentences by condition

in experiment 5. V2-familiar sentences include V2 sentences with clause-

initial subjects, direct objects and adjuncts. V2-novel sentences comprise

V2 sentences with clause-initial indirect object, i.e. a constituent type that

participants have not seen during training. V3 sentences subsume all V3

sentences irrespective of their clause-initial constituent. Coloured dots

show the mean acceptance rate of individual participants, black dots the

mean of the means. Error bars represent 95% confidence intervals. The

predictions were confirmed for the contrast between the uniform condition

and the object-dominant condition but not for the contrast between the

uniform condition and the adjunct-dominant condition.

effects logistic regression model was fitted to the V2-novel and V3 data. The model

included condition and sentence type as fixed effects and an interaction term for

both. Furthermore, the model comprised by-participant and by-item random intercepts

as well as by-participant random slopes for sentence type. Both fixed effects were

treatment coded with the object-dominant condition and V2-novel as baseline. The first

prediction was assessed by examining the coefficients for condition. Participants in

the adjunct-dominant condition were more likely to accept V2-novel sentences than

those in the object-dominant condition (β = 1.16, SE = .46, p = .01).8 The model

revealed further that participants in the uniform condition were also more likely than

chance to accept V2-novel sentences compared to learners in the object-dominant

8The acceptance rate for V2-novel sentences in the object-dominant condition was in fact significantly
below chance (β = −1.75, SE = .41, p= 2.17×10−5).
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condition (β = 1.08, SE = .46, p = .02). The adjunct-dominant condition and the

uniform condition were directly compared by fitting another model with identical

effect structure to the same data with the adjunct-dominant condition as baseline for

condition. The model indicated that learners in the uniform language were not more

likely to accept V2-novel sentences than learners in the adjunct-dominant language

(β = −0.08, SE = .45, p = .85). The model thus confirmed my prediction for the

contrast between the uniform condition and the object-dominant condition. Crucially,

however, no differences were found for the contrast between the uniform condition

and the adjunct-dominant condition.

The second prediction which concerns the discrimination between grammatical V2-

novel and ungrammatical V3 sentences, was evaluated by examining the interaction

between condition and sentence type. V3 sentences were equally likely to be accep-

ted as V2-novel sentences by participants in the object-dominant condition (β =−0.15,

SE = .48, p= .75). The significant interaction between V3 and the adjunct-dominant

condition (β = −1.31, SE = .52, p = .01) points towards a better discrimination

between V2-novel and V3 sentences by participants in the adjunct-dominant condition.

The interaction for V3 and the uniform condition (β = −1.20, SE = .52, p = .02)

suggests that the uniform condition was also better at discriminating V2-novel and V3

sentences. The direct comparison of the adjunct-dominant condition with the uniform

condition (β = .12, SE = .51, p= .82) did not provide evidence for a better discrimin-

ation by one of the conditions. In sum, my prediction was confirmed for the contrast

between the uniform condition and the object-dominant condition. However, contrary

to my prediction, no differences could be found between the uniform condition and the

adjunct-dominant condition.

4.4.3.2 Exploratory analysis
The analysis of the fronted constituent types in participants’ productions was based on

icons that were lexically novel for participants. That is, participants had not previously

seen these icons during training. As in experiment 4, the narrow focus was chosen to

rule out the possibility that participants placed constituents in initial position because

they were already seen in that position during training. The exploratory analysis of

experiment 4 (§4.3.3.2), however, suggested that participants were not sensitive to the

lexical novelty of novel constituents. I conducted an exploratory analysis to determine

whether this was also the case for experiment 5. Figure 4.16 illustrates the proportion

of lexically familiar and lexically novel fronted indirect objects. Two questions were

addressed in the analysis, namely whether conditions differ with respect to the fronting

of lexically familiar novel constituents and whether differences exist between lexically

novel and lexically familiar novel constituents in terms of preposing to the clause-

initial position. A mixed-effects logistic regression model was fitted to all produced

V2 sentences. The dependent variable was the nature of the clause-initial constituent,

i.e. whether a novel constituent type (= 1) or a familiar constituent type (= 0) was

placed in initial position. The model included condition and lexical novelty as

fixed effects, as well as an interaction term for both. The model included by-participant

random intercepts and by-participant random slopes for lexical novelty. By-item
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Figure 4.16: Proportion of lexically familiar and lexically novel indirect objects pro-

duced in clause-initial position in V2 sentences by participants in experi-

ment 5. Error bars indicate bootstrapped 95% confidence intervals.

random intercepts were dropped due to singular fit. condition and lexical novelty

were treatment coded with object-dominant and lexically familiar as baseline. The first

question, i.e. whether some conditions were more likely to place lexically familiar novel

constituents in initial position, can be investigated by examining the simple effects of

lexical novelty. The model indicated that participants in adjunct-dominant condition

(β = 1.40, SE = 1.24, p= .26) and the uniform condition (β = .30, SE = 1.26, p=

.81) were equally likely to place novel constituents in initial position as participants in

the object-dominant condition. The second question concerned the differences between

lexically familiar and lexically novel clause-initial novel constituents. Participants in the

object-dominant condition were equally likely to produce lexically novel and lexically

familiar novel constituents types in clause-initial position (β = 1.60, SE = 1.34, p=

.23). The non-significant interactions between lexically novel and the adjunct-dominant

condition (β = −0.89, SE = .86, p = .30) as well as the uniform condition (β =

−1.02, SE = .88, p = .25) indicate that all conditions were equally likely to place

lexically novel and lexically familiar novel constituent types in initial position.

In experiment 3, all conditions were equally likely to accept V2-familiar sentences.

That is, the different training distributions affected only how well participants general-

ised, but not how well they learnt the language in the input. To examine whether this

was also the case in experiment 5, I conducted a further exploratory analysis. Figure

4.15 visualises the acceptance rates for V2-familiar sentences in the present experiment.
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The plot shows that the acceptance rates for V2-familiar was generally high across

all conditions. A mixed-effects logistic regression model was fitted to all V2-familiar

sentences. The model included condition as fixed effect as well as by-participant and

by-item random intercepts. condition was treatment coded with the object-dominant

condition as the baseline. Similar to experiment 3, the adjunct-dominant condition

did not differ significantly from the object-dominant condition (β = .03, SE = .28, p

= .91). The same pattern was observed when the uniform condition was compared

with the object-dominant condition (β = .14, SE = .29, p= .63). These results thus

suggest that participants in all three conditions learnt the language they were trained

on equally well.

The analysis of V2 and V3 sentences with different initial constituent types in experi-

ment 4 has shown that participants struggled to discriminate between grammatical and

ungrammatical object-initial and adjunct-initial sentences. This was surprising as parti-

cipants were previously trained on these types. If participants had learnt the language,

they should have been able to distinguish between grammatical V2 and ungrammatical

V3 sentences. The only constituent type for which participants could reliably distin-

guish grammatical and ungrammatical sentences were initial subjects. This finding also

proved crucial for the interpretation of the acceptance rates for V2-familiar sentences:

The high acceptance rates for V2-familiar sentences were substantially driven by the

very high acceptance rates of subject-initial V2 sentences. This finding calls for a closer

examination of the acceptance rates of V2 and V3 sentences with different clause-initial

constituents obtained in experiment 5. Figure 4.17 shows the acceptance rate for differ-

ent clause-initial constituents. The plot shows that, akin to experiment 4, participants

excelled at correctly identifying grammatical and ungrammatical subject-initial test

sentences. To examine whether participants were also able to discriminate between

adjunct-initial and object-initial V2 and V3 sentences, two mixed-effects logistic re-

gression models were fitted to adjunct-initial sentences and object-initial sentences,

respectively. The models included condition and word order as fixed effects as

well as an interaction term for both. The model further comprised by-participant and

by-item random intercepts as well as by-participant random slopes for word order.

Both fixed effects were treatment coded with object-dominant and V2 as baseline. I

examined first the acceptance rates for adjunct-initial sentences. The intercept of the

model suggests that the acceptance rate for adjunct-initial V2 sentences were rated

significantly above chance (β = 1.38, SE = .46, p = .002). The model further in-

dicated that all conditions were equally likely to accept adjunct-initial V2 sentences

(adjunct-dominant: β = .97, SE = .60, p= .11; uniform: β = .29, SE = .59, p= .63).

Participants in the object-dominant condition were as likely to accept V3 sentences

as V2 sentences (β = −1.28, SE = .87, p= .14). The non-significant interactions of

V3 and the adjunct-dominant condition (β = −2.08, SE = 1.20, p= .08) show that

participants in this condition were not better at discriminating V2 and V3 sentences

than participants in the object-dominant condition. Similarly for the uniform condition,

the non-significant interaction of V3 and the uniform condition (β = −0.26, SE =

1.19, p = .83) also suggests that participants in this condition were not more likely

to discriminate between grammatical and ungrammatical adjunct-initial sentences. In
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Figure 4.17: Acceptance rates of V2 and V3 sentences with different clause-initial

constituents by condition in the judgement task in experiment 5. Error bars

indicate bootstrapped 95% confidence intervals. Subjects, direct objects

and adjuncts were familiar from training. Participants were not exposed

to indirect objects during training, they thus constitute a novel constituent

type. The ratings for indirect objects are included for reference only.

sum, participants across all conditions failed to discriminate between grammatical V2

and ungrammatical V3 sentences with adjuncts in initial position.

Next, the judgements for the object-initial sentences were scrutinised more closely.

The intercept of the model revealed that participants in the object-dominant condition

rated V2 sentences with initial objects significantly above chance (β = .80, SE = .40,

p= .047). The adjunct-dominant condition (β = −.38, SE = .55, p= .49) and the

uniform condition (β = −0.14, SE = .55, p = .80) were as likely to accept object-

initial V2 sentences as the object-dominant condition. The model showed further that

participants in the object-dominant condition were significantly less likely to accept

ungrammatical object-initial V3 sentences than grammatical V2 sentences (β = −6.41,

SE = 1.59, p= 5.49×10−5). The non-significant interactions of V3 and the adjunct-
dominant condition (β = .84, SE = 1.12, p = .45) and the uniform condition (β =

−0.54, SE = 1.13, p= .64) suggest that none of the other two conditions showed a

better or worse discrimination between grammatical and ungrammatical object-initial

sentences. That is, participants across all conditions were able to discriminate between

grammatical and ungrammatical object-initial sentences in their judgements.
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4.4.4 Discussion
The purpose of experiment 4 was to replicate the findings of experiment 3 (§3.2)

with a language that exhibits fewer similarities to participants’ native language (i.e.

English). This was motivated by the desire to better understand whether the findings of

experiment 3 — better learning of an adjunct-dominant language, and worst learning of

an object-dominant language — were driven, at least in part, by transfer from English.

We therefore attempted to reduce the similarities between the artificial language and

English; less interference should follow. However, the failure of learners to robustly

acquire a V2 grammar in experiment 4, potentially due to the lack of variability,

prompted me to consider an alternative to ‘conventional’ ALL: iconic artificial language

learning (Shapiro & Steinert-Threlkeld 2023). In this experimental paradigm, words are

replaced by icons representing the same concepts as the words. Because the language is

iconic, there are two important advantages of this paradigm in this case. On the one

hand, a much larger lexicon can be used in a single experimental session. On the other

hand, participants can focus on the syntactic patterns of interest. That is, iconic artificial

language learning offers the same advantages as semi-artificial languages without the

potential confound of significant interference from the L1. I therefore adopted this

paradigm to repeat experiment 4 as iconic artificial language learning experiment in

experiment 5. The design remained the same in that different distributions of clause-

initial elements were compared: a uniform distribution and two skewed distributions,

namely an object-dominant distribution and an adjunct-dominant distribution. The

subject-dominant distribution used in experiment 4 was omitted due to the strong SVO

bias observed there. Learning was again measured as extrapolation to novel structures

in productions and judgements.

Irrespective of the condition, participants in experiment 5 learnt to place the verb

in second position. Crucially, no differences between learners in the three conditions

were observed. This was expected given that the verb was consistently placed in second

position during training. More important is thus the question of whether participants

also learnt that different constituents can occupy the initial position. Participants in

experiment 4 failed to learn the language they were trained on. This was reflected

by their general inability to discriminate between grammatical and ungrammatical

sentences with familiar constituent types in initial position. The production data from

experiment 5 does not provide strong evidence that the language was learnt, given

the reluctance to place non-subjects in initial position. However, the judgement data

provided clearer evidence that learners in experiment 5 indeed acquired the language

they were trained on. Object-initial V2 sentences were more likely to be accepted than

their V3 counterparts. Moreover, the significantly above chance ratings of object-initial

V2 sentences by participants in the object-dominant condition and absence of any

differences between the object-dominant condition and the other two conditions show

that participants have developed knowledge of the language.

The ratings for adjunct-initial V2 sentences also suggest that learners correctly re-

cognised these structures. However, participants struggled to differentiate between V2

and V3 sentences of this type in their judgements. Although this could be interpreted

as the failure of participants to learn some aspects of the input language, this is not
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the only explanation. First, if participants did not learn that adjunct-initial sentences

are licensed by the grammar, the high acceptance rates for V2 sentences in all three

conditions are unexpected. Second, the acceptance rates for adjunct-initial V3 sentences

are the only type of V3 sentences that received such high ratings (cf. Figure 4.17). This

suggests that adjunct-initial V3 sentences may have been treated as special, potentially

because they are possible in English. As mentioned in §3.2, topicalisations in English

are particularly common with adjuncts (Doherty 2005). That is, participants could have

transferred structures like (2) from English into the visual language. This transfer could

then explain the high acceptance rate.

(2) In the cheese, the diver found the mouse sleeping.

An alternative explanation is cross-linguistic in nature. The adjuncts used in experiment

5 could function as scene-setters when realised in initial position. That is, they provide

the context in which the following utterance is interpreted. Cross-linguistically, scene-

setters tend to be realised towards the beginning of a sentence (Benincà & Poletto

2004, Napoli & Sutton–Spence 2021), as the Italian example in (3) demonstrates. There,

domani ‘tomorrow’ sets the ‘scene’ for the proposition, i.e. the subject meeting Gianni.

This fact is also reflected in syntactic analyses assuming an articulated left periphery (cf.

(38) in Chapter 1; Benincà & Poletto 2004). If this cross-linguistic pattern is motivated by

properties of human cognition (cf. Culbertson, Smolensky & Legendre 2012, Culbertson

et al. 2020), this could then explain the preference for V3 sentences with initial frame-

setters as opposed to V3 sentences with other initial constituent types.9 Wiese et al.

(2020) argue in a similar direction in that the language-independent pattern of initial

scene-setters is attributed to general information-structural preferences.

(3) Domani

tomorrow

Gianni

Gianni

lo

him

vedo.
see

italian

‘Tomorrow I will see Gianni.’

(Benincà & Poletto 2004: 67)

Interestingly, deviations from V2 word orders (in the Germanic V2 languages at least)

follow the exact same pattern, namely scene-setter>subject>verb. Although this has

been mostly observed for urban vernaculars such as Kiezdeutsch ‘(lit.) hood German’

(Freywald et al. 2015, Walkden 2017a, Meelen, Mourigh & Cheng 2020), similar orders

have been noted for West Flemish (Greco & Haegeman 2020) and historic stages of

English (cf. §1.3.1) and French (cf. §1.3.2). If participants learnt a V2 language, high

ratings for adjunct-initial V3 sentences would be unsurprising from this perspective. To

summarise, the high acceptance rates of adjunct-initial V3 sentences does not necessarily

argue against the conclusion that participants in experiment 5 learnt the language they

were trained on.

9Such an explanation is indeed plausible. Bross (2020), for instance, argues that scope in German Sign
Language (DGS) correlates with the position of the articulator in the sense that “the higher the scope
the higher the articulator” (Bross 2020: 23). In spoken language, this could translate to a position
early in the clause. Scene-setters can take scope over the whole sentence and should thus appear first.
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While no differences were observed for V2 sentences with familiar initial constituent

types, learners displayed different learning patterns when it comes to generalising XP-

fronting. As predicted, participants in the uniform condition were more likely to accept

V2 sentences with novel constituent types (i.e. indirect objects) in initial position than

participants in the object-dominant condition. Participants in the adjunct-dominant

condition were as likely to accept V2 sentences with novel clause-initial constituents as

those in the uniform condition. The same pattern was observed for the discrimination

between grammatical V2 and ungrammatical V3 sentences. Learners in the object-

dominant condition failed to discriminate between the two sentence types, whereas

learners of the uniform and adjunct-dominant condition did. Again, no difference in

the ability to discriminate could be found between the uniform condition and the

adjunct-dominant condition. The production data did not reveal a difference between

the conditions. All three conditions were equally likely to place novel constituent types

in clause-initial position, irrespective of the lexical novelty of the constituents. Learners

were generally hesitant to produce V2 sentences with non-subjects in initial position.

This parallels the production data in experiment 4. Taken together, learners in the

uniform condition and the adjunct-dominant condition exhibited a learning advantage

over learners in the object-dominant condition. In other words, only learners in the

object-dominant condition were unable to extrapolate to novel contexts, as the failure

to discriminate between grammatical and ungrammatical sentences suggests.

The results of experiment 5 differ significantly from those in experiment 4. On the

one hand, I evidence that participants across all three conditions were able to learn the

language in the input. On the other hand, participants in the uniform condition and

the adjunct-dominant condition were able to extrapolate XP-fronting to novel contexts.

This suggests that the larger lexical variability (and potentially the increased number

of training trials) benefited learning. The present findings therefore provide further

evidence that encountering additional variability during learning supports the learning

process. In addition, experiment 5 has contributed to the development of a new iconic

artificial language learning; it provides further support that this paradigm constitutes a

suitable alternative for researchers in syntax.

Before the insights gained in experiment 5 can be discussed in the context of ex-

periment 3, the extent to which participants’ native language might have affected the

results has to be evaluated. The underlying assumption for the use of both the fully-

artificial language and the iconic artificial language was a presumed weaker influence

of participants’ L1. Shapiro & Steinert-Threlkeld (2023: 151) report that many of their

participants verbalised icons which may have triggered transfer from participants’ nat-

ive language. I therefore reviewed the post-test questionnaire responses in experiment

5. While many participants did not indicate to have used any strategies, six participants

alluded to the use of English to complete the experiment. This use may either be in

the form of (silently) reading the icons or reference to English grammar. Considering

the fact that over 150 participants were tested, this number is very low. That English

does not, at least explicitly, drive participants’ behaviour in iconic artificial language

learning experiments is also supported by the analysis of Shapiro & Steinert-Threlkeld

(2023: 151). Although many participants in that study verbalised icons, the transfer
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effects were much less pronounced than in the studies of Culbertson & Adger (2014) and

Martin et al. (2019). That is, even if participants articulated icons in my experiment, the

transfer effect may still be lower than with a semi-artificial language. In consequence, I

argue that the effects are more likely the result of the learning distribution manipulated

in the experiment, plus potentially more general preferences for ordering of particular

elements. Against the backdrop of this conclusion, the results of experiments 3 and 5

can be compared.

4.5 General discussion
In this section, I focus on comparing the results of experiment 3 and 5 — two experi-

ments in which participants show clear evidence of having learnt the input language

they were trained on, and some evidence for extrapolation to novel clause-initial ele-

ments. In both experiments, learners in all conditions learnt the input language equally

well, as reflected in the judgements for V2 sentences with familiar initial constituent

types. Second, learners in the uniform condition were better at generalising V2 to

novel contexts than learners in the object-dominant condition. The same applies to the

comparison of learners in the adjunct-dominant condition with the object-dominant

condition. In both experiments, learners in the adjunct-dominant condition also exhib-

ited a learning advantage over those in the object-dominant condition. At the same

time, however, there were differences between the two experiments. The learning

advantages observed for the uniform condition and the adjunct-dominant condition

over the object-dominant condition did not extend to production in experiment 5.

Across conditions, a strong preference for SVO sentences was observable. Moreover,

the learning advantage of the adjunct-dominant condition over the uniform condition

— both in terms of production and judgement in experiment 3 — was not replicated in

experiment 5. Both groups of learners showed similar behaviours. A final difference is

the extent to which participants extrapolated. A comparison of the acceptance rates for

V2-novel sentences in experiment 3 (Figure 3.5) and experiment 5 (Figure 4.15) reveals

considerable differences. While the mean acceptance rates for V2-novel sentences in

experiment 3 were over 80% in the adjunct-dominant condition and over 60% in the

uniform condition, the mean acceptance rates in experiment 5 are around 40% in both

conditions. That is, a considerable gap exists. In what follows, I will first focus on

the differences in the results of experiment 3 and experiment 5, before an analysis is

proposed that can explain the differences and similarities.

Although the results for the production data differ across experiments, these differ-

ences may not be as clear-cut as they appear at first sight. When the adjunct-dominant

condition in experiment 3 is left aside, the extent to which participants placed novel

constituent types in initial position is comparable. In the uniform condition, novel

constituents were realised in initial position in 14% and 7% of the produced V2 sen-

tences in experiment 3 and 5, respectively. Learners in the object-dominant condition

exhibited a similar behaviour in that 8% in experiment 3 and 10% in experiment 5 of

all constituents in V2 sentences were novel types. That is, in both experiments learners

were generally hesitant to use novel constituents. Learners in the adjunct-dominant
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condition in experiment 3 can thus be conceived as outliers given the high amount of

novel constituents (47% as opposed to 13% in experiment 5). This poses two questions.

First, why do learners in the adjunct-dominant condition in experiment 3 diverge so sig-

nificantly from those in the other conditions? And second, why are participants hesitant

to place novel types of constituents in clause-initial position? A possible explanation

for these pattern could be that learners in the adjunct-dominant condition picked up on

a similarity between adjuncts and indirect objects: both are realised as PPs. All indirect

objects in experiment 3 were realised as prepositional objects (e.g. to the congregation).

The formal identity to adjuncts would thus facilitate such an interpretation. As learners

were familiar with adjuncts in initial position, they might have been more likely to

place indirect objects in initial position than learners in other conditions. By contrast,

learners in experiment 5 do not have the same evidence for a syntactic similarity

between indirect objects as adjuncts — they were distinct in the types of meanings they

conveyed (person versus environment) and there was no evidence that they were any

more syntactically similar than any other category expressed in the language.

As for the second question — i.e. why learners refrained from realising non-subjects

in initial position — only a tentative interpretation can be provided. As discussed

previously (e.g. §3.2), corpus evidence suggests that in V2 languages, objects account

only for a small minority of clause-initial constituents. My corpus study also revealed

that indirect objects occur even less frequently clause-initially than direct objects. The

fact that non-subjects were only very rarely produced in clause-initial position thus

aligns with data from natural V2 languages. Object-fronting in German and Swedish has

been argued to be subject to information-structural constraints. According to Holmberg

(2015: 348), objects can be placed in clause-initial position in Swedish if they are

(contrastive) topics. Similarly in German, preposed objects tend to be given but also

interact with the nature of the subject (Bader 2020, Bader & Portele 2021). If learners

posited similar constraints on the information-structural status of fronted objects, the

low number of fronted objects could be explained.10,11

A further difference between experiments 3 and 5, as noted above, is the degree

of extrapolation in participants’ judgements. Learners in the uniform condition and

the adjunct-dominant condition were more likely to extrapolate XP-fronting to novel

constituents in experiment 3 compared to experiment 5. This is likely a task-related

effect. The post-test questionnaire in experiment 5 included a question specifically

inquiring about the strategies participants used to judge sentences with two persons

— in other words sentences that included an indirect object. Several participants in

experiment 5 indicated that these specific sentences were difficult to judge. For instance,

10Admittedly, this explanation leaves many questions open. For instance, why should learners assume
such constraints on the information-structural organisation?

11Initially, one might be tempted to attribute the lack of objects in clause-initial position to more general
language processing or cognitive biases. Animate words have been shown to be generally preferred
and they are retrieved and processed faster than inanimate words (Branigan, Pickering & Tanaka
2008, de Swart & van Bergen 2019); a number of studies using improvised silent gesture have found
a dispreference for initial-objects, particularly when they are inanimate, mirroring natural language
typology (e.g. Goldin-Meadow et al. 2008, among many others). The rarity of initial animate indirect
objects does not necessarily follow from these findings though.
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one participant reported that two people in the same sentence were hard to decode.

This suggests participants in experiment 5 may have had more difficulty identifying the

subject and the indirect object compared to those in experiment 3. It appears as if the

initial position was by default interpreted as subject when the constituent was animate.

In cases where the images illustrating the sentence did not match this interpretation,

sentences were more likely to be rejected. If at least some participants experienced

similar issues, as the questionnaire responses indeed suggest, the lower extrapolation

rate can be interpreted as the direct result of this. That is, the lower rates are likely the

results of the task design. In particular, as noted above, in experiment 5 there was less

evidence for the syntactic status of indirect objects compared to experiment 3.

I now turn to the third and final difference between both experiments, i.e. the absence

of a learning advantage of the adjunct-dominant condition over the uniform condition

in experiment 5. This finding does not match the explanation proposed for experiment 3:

that a large proportion of initial adjuncts fosters learning. There, the learning advantage

was attributed to a more uniform distribution in grammatical categories (e.g. NP, PP).

The discussion in §3.3 has shown that learners in the adjunct-dominant condition were

exposed to the highest variability in clause-initial grammatical categories. Learners in

the uniform condition, in turn, experienced less variability in grammatical categories

which, however, was still higher than the one in the object-dominant condition. From

this perspective, the absence of a learning advantage in experiment 5 is particularly

striking since the distribution of grammatical categories in this experiment was actually

perfectly uniform in the adjunct-dominant condition. Recall that the dominating element

accounted for 50% (instead of 60% as in experiment 4) of all initial constituents during

training. Consequently, half of the clause-initial constituent types were PPs (and/or

related types),12 the other half were NPs (25% subjects, 25% objects). This means that

the variability in the grammatical categories was at its maximum. As a result, both

adjunct-dominant conditions exhibited the highest variability in grammatical functions.

At the same time, the results also do not align with the prediction that more variability

in the grammatical functions in clause-initial position leads to better learning of a

V2 grammar. The hypothesis would be borne out if learners in the uniform condition

exhibited a learning advantage over learners in the adjunct-dominant condition. One

intriguing interpretation that would allow me to provide a unifying explanation for the

results of experiment 3 and 5 while maintaining the role of variability is the following:

Learners can be sensitive to both types of variability when learning V2, that is variability

in grammatical functions and variability in grammatical categories; the relevant type

of variability is determined by the context: If learners encounter high variability in

grammatical functions, they focus on this aspect. If, however, learners are faced with

high variability in grammatical categories, they will devote their attention to that

property. A V2 grammar might thus be formulated either as (4) following Yang (2000,

2002), or as (5) following Lightfoot (1999, 2006). Since syntactic rules in general can

be phrased with either notion (cf. §1.5.2), no option should be ruled out a priori.

(4) Any grammatical function can reside in the clause-initial position in a V2 clause.

12It is difficult to determine which grammatical category the adjunct icons exactly correspond to.
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(5) Any grammatical category can reside in the clause-initial position in a V2 clause.

The analysis suggested here can explain why learners in the uniform condition and

the adjunct-dominant condition displayed similar behaviours in experiment 5 with

respect to generalising. The former group derived (4) from the input, the latter group

(5). Furthermore, irrespective of the relevant variability domain, the object-dominant

condition always exhibited the least amount of variability. The observed patterns of

learners in the object-dominant condition are therefore also predicted.

How can the learning advantage of the adjunct-dominant condition over the uniform

language in experiment 3 then be explained? Above, I argued that the influence of

English (i.e. the L1) was less pronounced in experiment 5. Conversely, this must entail

a larger influence of English on the learning in experiment 3. Such influence would

provide support for one of my original interpretations of the results, namely that

participants’ L1 in the adjunct-dominant condition facilitated the acquisition of the

V2 grammar. If both variability and L1 influence are at play, then all of the patterns

I have noted here can be explained: Learners in the adjunct-dominant condition of

experiment 3 received a two-fold boost — variability plus L1 interference — for learning

the V2 grammar and, as a result, performed best. Learners in the uniform condition

only profited from the variability in the initial position and thus performed better than

the learners in the object-dominant condition who did not benefit at all from their

training distribution (and may have be disadvantaged by a general dispreference for

initial objects). Note that the results of the corpus study are also compatible with this

analysis. A high proportion of adjuncts results either in more variability in terms of

grammatical functions or grammatical categories. The difference in the results between

experiment 3 and experiment 5 can thus be attributed to the change in the experiment

design, that is the switch from a semi-artificial language to an iconic artificial language.

It can, of course, not be completely ruled out that changes to the input frequencies

during training also affected the results. Crucially however, the frequencies of DPs were

almost similar in the adjunct-dominant conditions of experiment 3 (52%, cf. §3.3) and

experiment 5 (50%). Moreover, even though adjuncts were realised as both AdvPs and

PPs in experiment 3, the vast majority of adjuncts were AdvPs (40%). Hence, just two

types of grammatical categories account for at least 90% of the training data in both

experiments.13 The main point of divergence thus lies in the nature of the language.

Taken together, the preceding discussion suggests that the results of experiment 3

were indeed affected by the native language of the participants in that experiment.

However, the results of experiment 5 also indicate that L1 interference is not solely

responsible for the observed patterns. Variability indeed fosters learning, but the nature

of that variability may depend on the context. Learners might make notice of variability

13According to my hypothesis, the larger variability of the clause-initial position in experiment 3 should
lead to a better learning outcome compared to experiment 5. The entropy of the clause-initial position
(which quantifies variability) in the adjunct-dominant dominant condition was 1.31 bits in experiment
3 and 1 bit in experiment 5. The experimental results do not allow me to draw any conclusion in this
regard. The possibility of a difference, however, must be entertained in future work.
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in either functions or categories; and both might thus be beneficial for the acquisition

of a V2 grammar.

4.6 Summary
The goal of the present chapter was to distinguish between the two interpretations

proposed for the results of experiment 3 in Chapter 3: (i) interference from learners’

native language and (ii) a fostering effect of a large proportion of adjuncts in initial

position. To reduce the presumed effect of learners’ L1, the experiment was repeated

using a fully-artificial language, while relying on an otherwise similar design as in

experiment 3. The analysis showed however that participants across all conditions

were unable to learn the language they were trained on, let alone extrapolate V2 to

novel structures. The lack of sufficient variability in the lexicon, in line with the overall

hypothesis of this thesis, was suggested as reason for the null result in experiment 4. The

experiment was therefore repeated with an iconic artificial language in which words

were replaced by icons. This type of language offers the advantage that a relatively

large variety of lexical items can be used without any prior training. Learners in all

three conditions (i.e. uniform, object-dominant and adjunct-dominant) were able to

acquire the language they were trained on. Yet, only learners in the uniform condition

and the adjunct-dominant condition generalised V2. In addition, the degree to which

participants generalised is similar in both conditions. The generalisation of V2 was

only observable in the judgements that learners provided. The results suggest that the

learning advantage of learners in experiment 3 was partially the result of interference

from learners’ native language. However, the results also showed that higher variability

in the clause-initial position does indeed foster the acquisition of a V2 language. The

lack of a difference between learners in the uniform and adjunct-dominant condition

further indicates that participants can be sensitive to variability in initial grammatical

functions (e.g. subject, object) and variability in initial grammatical categories (e.g. NP,

PP). The implications of these findings will be discussed in Chapter 5.
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CHAPTER 5

GENERAL DISCUSSION

5.1 Summary of findings
This thesis investigated how variability in the constituent types realised in the clause-

initial position of V2 sentences affects the acquisition of a V2 grammar. The research

question was motivated by two observations made in Chapter 1. First, languages that

have lost V2 show a similar development in that subject-initial V2 sentences increase,

whereas non-subject-initial V2 sentences decrease. Second, variability in the input

fosters language acquisition. This led to the assumption that the decrease of non-

subjects in initial position in V2 sentences might play a role in the loss of V2. If such a

connection between variability in the clause-initial position and learning a V2 grammar

was established, general properties of human cognition could be determined as one of

the factors contributing to the loss of V2 across languages. Specifically, I hypothesised

that the lack of variability in the clause-initial position will lead to the loss of V2, because

learners are unable to form generalisations about the flexibility of the clause-initial

position. Instead, learners will posit a fixed association of the clause-initial position

with a particular grammatical property. Furthermore, I hypothesised that the relevant

domain of variability is grammatical functions (e.g. subjects, direct objects) and not

grammatical categories (e.g. NP, PP). Note that this deviates from previous studies

relating the loss of V2 to learning in that those studies focused on unambiguous evidence

for a V2 grammar (Lightfoot 1999, 2006, Yang 2000, 2002, Westergaard 2008, 2009b).

In order to test my hypothesis, I developed an experimental design using artificial

language learning (ALL) in Chapter 2. By using artificial languages, the variability

in the clause-initial position can easily be manipulated, thus enabling me to directly

test the hypothesis. Building on insights from previous work by Rebuschat (2008)

and colleagues as well as Getz (2018), I adopted a design relying on a semi-artificial

language with V2 syntax and English vocabulary after testing (experiments 1 & 2).

An important innovation of the design was the introduction of tests to measure how

well learners generalise V2 to novel contexts. Such tests can be used to assess whether

participants have actually learnt a V2 language as opposed to a language that licenses

a limited number of constituent types in initial position.

Chapter 3 presented the results of an ALL experiment (experiment 3) that put the

hypothesis investigated here to test using the design developed in Chapter 2. I compared

the effects on learning of three different distributions of clause-initial constituents: a

uniform language in which subjects, direct objects and adjuncts occurred with the
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same frequency in clause-initial position and two languages with skewed distributions

with either objects or adjuncts as the most frequent initial element. According to the

hypothesis from Chapter 1, the uniform language should be learnt best as it featured the

highest variability. The results, however, showed that learners of the adjunct-dominant

language performed best at generalising V2 to novel contexts, and learners of the object-

dominant language performed worst. That is, the hypothesis only correctly predicted the

difference between the uniform language and the object-dominant language. Crucially,

no difference between the languages was found for the learning of structures familiar

from training. I offered two (mutually non-exclusive) interpretations. First, learners’

native language could have given those learning the adjunct-dominant language an

advantage. Second, a large proportion of initial adjuncts might be beneficial for learning

more generally. This could be explained if learners were sensitive to variability in the

grammatical categories rather than grammatical functions as I original assumed. To

support the second interpretation, I conducted a large-scale corpus study investigating

the distribution of clause-initial elements in German: Although subjects account for the

most frequent initial element, adjuncts are the second most frequent type. This finding

also converges with other studies on German and other V2 languages reported in the

literature that examined a smaller sample.

To distinguish between the two explanations proposed in Chapter 3, I conducted

two further experiments and reported them in Chapter 4. Following previous work

that tried to replicate findings of experiments with semi-artificial languages, I first

used a fully-artificial language (experiment 4). In contrast to all previous experiments,

the language was not learnt by participants. The analysis suggested that participants

might have analysed the languages as SVO instead. I attributed the failure to learn

the language to a lack of variability, in line with the overall hypothesis investigated

in this thesis: the lexicon size was too small and the number of training items too

low to learn a V2 language. To counter these issues, I adopted a novel paradigm in a

follow-up experiment (experiment 5) — iconic artificial language learning (Shapiro

& Steinert-Threlkeld 2023). In this type of design, lexical items are replaced by icons.

The meaning of icons are generally easily identifiable and do not necessitate a special

training session. As a result, the lexicon size of the language could be significantly

increased. Unlike the fully-artificial language, the iconic artificial language could indeed

be learnt. The results revealed that learners of an adjunct-dominant language and a

uniform language performed better at test than those learning an object-dominant

condition. Importantly, I found no difference between learners of the adjunct-dominant

language and the uniform language. As in the experiment with the semi-artificial

language, all learners learnt the structures from training equally well irrespective of the

distribution. A comparison of the experiment with the iconic artificial language and

the experiment with the semi-artificial language suggested that the learning advantage

of the adjunct-dominant language over the uniform language in the latter experiment

was likely the result of L1 interference. However, the persisting learning advantage of

the adjunct-dominant language and the uniform language over the object-dominant

language does indeed suggest that variability fosters learning. Crucially, the learning
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advantage can arise as a result of variability in grammatical functions or in grammatical

categories.

5.2 Implications
The findings reported in this thesis have implications for both the analysis of the loss of

V2 and language change more generally, but also for the methodological advancement

of ALL. These implications will be discussed in §5.2.1 and §5.2.2, respectively.

5.2.1 Loss of V2
The goal of this thesis is to explore whether loss of variability in initial constituents — a

development that has occurred in all of the (known) languages to have lost V2 — can be

explained by features of human cognition that impact learning. Importantly, of course,

even if this is the case, it is very likely not the only reason V2 might have been lost in

these languages. Indeed, many other factors have been proposed, which have not been

investigated here, such as the rise of V3 constructions. A learning perspective does not

constitute a novel approach in and of itself though — existing analyses of the loss of V2

in individual languages have incorporated learning (albeit only vaguely in some cases).

Furthermore, learning models such as the variational learning model Yang (2000, 2002)

or cue-based approaches in different guises (Lightfoot 1999, 2006, Westergaard 2008,

2009b) emphasise the role of learning in the loss of V2. However, unlike these learning

models, which underscore the role of ambiguous evidence (subject-initial V2 sentences)

versus unambiguous evidence (non-subject-initial V2 sentences) for V2, the approach

adopted here focuses on a different aspect of the input, namely its composition. Based

on a domain-general fostering effect of variability (cf. Raviv, Lupyan & Green 2022), I

hypothesised that low variability in the clause-initial position will lead to the loss of V2

as learners are unable to form generalisations about the flexibility of the clause-initial

position. Instead, learners will stipulate a fixed association of the clause-initial position

with a particular grammatical property.

The diachronic developments noted in §1.3 support this view: Language-specific

developments, mostly extraneous to the syntactic domain, lead to a redistribution of

clause-initial elements in V2 clauses. As a result, the number of subject-initial sentences

grows, at the cost of non-subject-initial sentences. One can therefore distinguish between

proximal and distal causes for the loss of V2. Proximal causes encompass the immediate

causes, such as changes in the variability of clause-initial constituents as assumed here.

Distal causes, on the other hand, are those that bring about the proximal causes. That

is, factors which lead to the redistribution of clause-initial elements. The present thesis

therefore aimed at providing a uniform analysis of V2 in terms of proximal causes.

The experimental findings presented in this thesis provide substantial evidence for

the view I advocate here. The experiments revealed learners’ sensitivity to different

distributions of clause-initial constituents. As predicted, V2 languages with higher

initial variability were learnt better. That is, learners of a high-variable language were

more likely to extrapolate V2 to novel contexts than learners of languages with low
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clause-initial variability. Crucially, the effect of different distributions became only

visible when learners had to extrapolate. Structures that learners were already familiar

with from training (i.e. subject-initial, direct-object-initial and adjunct-initial sentences)

were learnt equally well. This strongly suggests that the representations formed by

learners of languages with high initial variability featured no (or at least less strong)

fixed associations of the clause-initial position with particular constituent types. By

contrast, learners of a low variable language associated the clause-initial position with

particular constituent types, in the present case subjects, direct objects and adjuncts.

In the light of these findings then, the lack of sufficient variability due to the rise of

subject-initial V2 sentences can indeed contribute to the loss of the V2 property, at least

in the languages discussed in Chapter 1 (i.e. English, French, Portuguese and Welsh).

The fact that multiple languages showed similar developments despite not all being

closely related suggests that the proposed analysis is a suitable account for explaining

the loss of V2 more generally. However, future work examining the loss of V2 in other

languages such as Italian or Spanish needs to confirm this. As for the distal causes of

the loss of V2, the proposals made in the literature can be maintained.

Although only adults were tested in the experiments reported here, there is good

reason to believe that this should not affect the interpretability of the results. Gómez

(2002) and Gómez & Maye (2005) have demonstrated that adults and children show the

same responses to variability in other areas of syntactic learning. Hence, it is reasonable

to assume that the same holds for the current study.

The discussion so far steered clear of a specification of the relevant domain of

variability in the clause-initial position. Although it was stipulated in §1.5.2 that

variability in grammatical functions (e.g. subjects, direct objects) is decisive, this was

purely based on the fact that grammars are typically defined in terms of grammatical

functions (e.g. SOV, SVO). There was no inherent reason to assume that learners cannot

be sensitive to variability in grammatical categories (e.g. NP, DP). This was confirmed

by the findings of experiment 5 where learners displayed sensitivity to grammatical

functions or grammatical categories, depending on the language they were learning.

This then poses the question what the relevant domain of variability is in natural

languages. Based on the current results, no definitive answer can be given and future

work has to scrutinise this question more closely. It is conceivable, however, that in fact

there is no general answer and the domain learners choose to focus on is contingent on

their personal experience. For instance, one can imagine a situation in which one child

is exposed to to more variability in grammatical functions in their input and therefore

chooses to focus on this aspect of the input. Another child by contrast could be exposed

to more variability in grammatical categories and thus focuses on this domain.

A final point to consider is the situation in the contemporary V2 languages. Even

though the best learning outcome was achieved by learners of languages with the

highest variability in the clause-initial position, this does not entail that a maximally

variable language is actually necessary for the acquisition of V2. The distributions of

clause-initial elements in natural V2 languages have been shown to be skewed: subjects

are the most frequent type followed by adjuncts. This skew suggests that these languages
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still exhibit sufficient variability for the language to be acquired.1 The high proportion

of adjuncts should also not be interpreted as evidence for a special status of adjuncts in

the acquisition of V2. Irrespective of the relevant domain of variability (i.e. grammatical

functions or grammatical categories) a high proportion of adjuncts will increase the

variability in the clause-initial position.

Before I turn to the methodological implications of this thesis, it is worth asking

in the context of the current findings who the instigators of the loss of V2 are. Two

groups can be suspected to be the ‘culprits’. Adults might be responsible for the change

as they are likely the ones that alter the distribution which learners are then exposed

to. This view would be compatible with previous proposals (e.g. Bybee & Slobin 1982,

Diessel 2011). Alternatively, children could be conceived as the drivers of change since

their learning response to the input causes the V2 system to become unstable. The

second approach would be in line with the child innovator approach of Cournane (2017,

2019, cf. also Cournane & Klævik-Pettersen 2023) that connects syntactic change with

language acquisition. Under my proposal, however, there is no need to single one

group out as the sole driver of change. Instead, it is the interaction of both groups

that brings about the changing patterns. As users, adults’ productions can be subject

to linguistic and extralinguistic influences. The latter might manifest themselves in

the membership of particular socio-economic groups or the state of the immediate

environment (e.g. a salient entity that is repeatedly under discussion). On the other

hand, examples for the former type of influences could be found in the aforementioned

distal causes of the loss of V2. Both, the linguistic and extralinguistic influences could

determine the choice of clause-initial elements in V2 sentences, for instance due to the

information-structural organisation of an utterance or the preference for a particular

structure.2 Adults constitute, at least initially, the main source of input for infants

acquiring language. In the light of the findings of this thesis, shifts in the distribution of

initial elements in V2 sentences would have a significant effect on the learning outcome.

If the variability in the clause-initial constituent types declined, children would form

representations of the input in which the clause-initial position may exhibit a stronger

association with a particular type compared to the grammar that produced the input.

That is, children would change the language as learners. As learners grow up, they

themselves will become the source for the next generation and the cycle restarts.3

1An intriguing question related to this is whether a discrete threshold of variability exists after which
the acquisition of V2 becomes impossible.

2I stay neutral as to the state of the grammatical representations in the mind of speakers. In principle,
two fundamentally different options are available. It could be argued that the aforementioned changes
only affect the E-language but not the I-language (Lightfoot 1999, 2006). This would entail that the
grammar itself remains unaltered. Alternatively, the representations could change (Bybee 2006). In
this case, the grammar would also change with the language usage by adults. Irrespective of the exact
nature of the grammatical representations however, the shifts in the adult language will have an
effect on the next generation of learners.

3Admittedly, adult L2/Ln learners could also be considered as contributors to the change in the context
of V2. As argued above, no differences are expected in the learning responses of children and adults.
That is, adult learners should be equally susceptible to declining variability in clause-initial position.
This is not so say that the acquisition process in children and adults will result in the same outcome.
Plenty of evidence has been adduced that the grammars of L1 and L2/Ln learners diverge (e.g.
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5.2.2 Methodological consequences
Although my main contribution in this thesis is to the debate on the loss of V2, I also

hope to provide valuable insights for the methodological advancement of ALL. As

discussed in §1.6, most studies investigating syntactic phenomena have focused on

patterns that are potentially less intricate in their derivation than V2 (e.g. basic word

order and the word order in the nominal phrase). The experiments reported here as

well as the work by Rebuschat (2008) and colleagues, and Getz (2018) demonstrate

that ALL is indeed suitable for investigating syntactically more complex phenomena:

Participants were able to learn an (semi)artificial V2 language. There are, however,

certain caveats that need to be taken into account. First, participants’ native language

could be more prone to interfere with such phenomena. While Culbertson & Adger

(2014) and Martin et al. (2020) found the same word order preferences in the noun

phrase irrespective of the nature of the language (i.e. semi-artificial or artificial),4 the set

of current studies suggests that a significant influence of learners’ L1 is indeed possible

when semi-artificial languages are used. This became evident in the comparison of

experiments 3 and 5.

A second caveat can be found in the size of the lexicon. One of the suggested reasons

for the null result in experiment 4 was the small number of lexical items. That is, the

variability did not suffice to make participants abandon their native SVO grammar.

Even though this could possibly be an issue specific to V2 and the experiment design

employed here, it still calls for a cautious approach. Experimenters need to consider

beforehand whether the size of the lexicon is large enough and whether additional cues

can be incorporated. The latter option may not always be possible (as in the case of this

thesis). Furthermore, there are practical limits as to what participants can learn in one

experimental sitting. Multi-day experiments have been proven to be possible (Hudson

Kam & Newport 2005, 2009), but they might not always be feasible, for instance due

to financial restrictions or due to unwanted sleep consolidation that occurs between

experimental sessions (Gómez, Bootzin & Nadel 2006, Hupbach et al. 2009, Kim & Fenn

2020).

To mitigate these issues in the present thesis, I adopted iconic ALL in experiment 5

(§4.4). On the one hand, the work by Shapiro & Steinert-Threlkeld (2023) suggests that

this paradigm reduces the influence of participant’s L1. Their observation has received

additional support by the findings of experiment 5. On the other hand, iconic ALL enables

experimenters to use large lexicons without any prior training. Participants can focus

on the relevant syntactic structures from the start. Given these advantages, any future

investigations into complex syntactic pattern should therefore at least contemplate

adopting iconic ALL. There are of course many open questions with respect to this novel

paradigm and additional work is necessary. For instance, exclusively English speakers

have been tested so far. Speakers of other languages might behave differently. It is also

far from clear what kind of representations participants form during learning. Are they

Clahsen & Muysken 1986, Bohnacker & Rosén 2008, Bohnacker 2010). Nonetheless, it might be more
appropriate to distinguish between learners and users instead of adults and children.

4See also Martin et al. (2024) for a replication with speakers of Kîîtharaka which is characterised by a
non-homomorphic word order in the noun phrase.
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completely on a par with language (spoken and signed) or do they feature icon-specific

idiosyncrasies? Moreover, some fine-tuning, at least for the design in experiment 5,

is required considering the observation of task-related effects. The results of Shapiro

& Steinert-Threlkeld (2023) and the current thesis are nevertheless promising and

encourage future use of iconic ALL.

5.3 Future work
The empirical studies presented in this thesis provide compelling evidence that learners

of V2 languages are susceptible the variability in the clause-initial position and that

too low variability can lead to the loss of V2. There are, however, some potentially

relevant factors whose effects on learning should be scrutinised more closely. In what

follows, I will discuss various options for future work, both experiment-based (§5.3.1)

and corpus-based (§5.3.2).

5.3.1 Experimental work
Language is an intricate system with complex, interacting processes. Hence, aspects

that play a role in natural languages need to be broken down and simplified or even

completely omitted to successfully conduct experiments. In the context of the present set

of studies, information-structural factors have been left aside. Information structure has,

however, been shown to influence the placement of constituents in the clause-initial

position. This is true for historic V2 languages (van Kemenade & Westergaard 2012,

Steiner 2014, Galves 2020) but also for modern V2 languages (Frey 2006a, 2010, Light

2012). In Swedish, for instance, objects realised in clause-initial position may not be

focused (Holmberg 2015: 348). Future experiments should thus test how learning will be

affected when the clause-initial constituents are not placed ‘randomly’ in clause-initial

position but when their placement is driven by their information-structural properties.

I do not expect that significant differences to the effects observed here should arise.

Learners still need to deduce from the input that no constraints apply to the fronting of

constituents to the clause-initial position, even if fronting is information-structurally

conditioned.

The experiments in Chapter 3 and Chapter 4 incorporated conditions where the

distributions of clause-initial elements were skewed. The skew that was used in the

experiments was somewhat unnatural (at least from a Germanic V2 perspective) in that

the two non-dominant constituent types occurred with the same frequency in the clause-

initial position. As the corpus work has revealed though, subjects and adjuncts are placed

with considerable frequency in initial position (approximately 50–60% and 30–40%

respectively), whereas all other constituent types occur much more infrequently (cf.

§3.2). By adopting distributions observed for natural languages in the skewed conditions

of experiments, a more natural skew could be used.5 The acquisition of the language

5Some elements might be too infrequent to realistically feature at least once in the relatively small input
learners receive. That is, some deviations from the skew observed in natural V2 languages might
still be necessary. Besides, not all types of constituents appearing in initial position can be taken
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could then be compared to the acquisition of a language with a skew attested in the

languages that were in the process of losing V2. This is relevant for two reasons: People

critical of ALL might object that the experiments are not ecological valid due to the

unnatural skews. More importantly however, if the language with a skew comparable to

the Modern Germanic language was still learnable but not the other language, further

evidence in favour of my hypothesis would be obtained.

Another version of the experiment could also incorporate different types of adjuncts.

Many of the adjuncts used in experiments 3–5 (e.g in Boston, in the city) could be

interpreted as scene-setters (p.c. George Walkden). The discussion of experiment 5

(§4.4.4) has highlighted the cross-linguistically exceptional position of clause-initial

scene-setters. The use of scene-setters both in training and testing might thus have

affected participants’ performance. In a novel iteration of the experiment, scene-setters

could be replaced by other types of adjuncts that cannot be interpreted as scene-setters.

Another aspect that has not been considered in the experiments is the role of the

frequency of particular lexical items. It has been a well-known fact since Zipf (1935) that

lexical items are not uniformly distributed in natural languages. While few elements

are used very frequently in natural languages, the remaining elements occur very

infrequently. Such distributions are not confined to adult-directed speech but have

also been noted for child-directed speech in several languages (Lavi-Rotbain & Arnon

2023). Crucially, Zipfian distributions have been shown to benefit learning in different

contexts such as word segmentation (Kurumada, Meylan & Frank 2013, Lavi-Rotbain &

Arnon 2022) and cross-situational learning of word meanings (Hendrickson & Perfors

2019).6 Similar benefits on learning have also been noted for other skewed distributions

that are not Zipfian (Wonnacott, Brown & Nation 2017). Interestingly, the frequency

of lexical items can also affect how well syntactic constructions are learnt. Adults and

children learn verb constructions better when the verbs in these constructions are

skewed (Goldberg, Casenhiser & Sethuraman 2004, Casenhiser & Goldberg 2005). This

poses the question whether skew in the lexical items occurring in initial position in V2

clauses can affect the acquisition of a V2 grammar. At least in Danish, the different

lexical items that are realised in the clause-initial position are heavily skewed. According

to Puggaard (2019: 299), the three most frequent elements are det ‘it, that’ (27.8%), så

‘then’ (18.6%) and jeg ‘I’ (15.2%). The training materials in experiments 3 and 5 on the

other hand were perfectly uniform. That is, all lexical items occurred with the same

frequency. It would thus be interesting to study how a skew in the lexical items would

affect the learning performance (if at all). If differences were observed, such a skew

could also function as further evidence for V2.

Apart from these relatively minor changes, more significant modifications to the

experiment design could be made. Recall from §1.5.2 that different structures might

function as evidence for a V2 grammar, such as alternating verb positions (V2/V-final)

or particle verb constructions. Even though variability in the clause-initial position does

into consideration. For instance, non-finite verbs might be difficult to include in an iconic artificial
language as they cannot easily be distinguished from finite verbs based on their icons alone.

6Interestingly, the learning advantage of such distributions might be domain-general as visual statistical
learning appears to benefit from Zipfian distributions as well (Lavi-Rotbain & Arnon 2021).
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affect the acquisition of a V2 grammar, contributions from other types of evidence were

never ruled out. In fact, redundancy is a characteristic feature of languages and can

benefit their acquisition (Tal & Arnon 2022). The introduction of additional cues might

therefore lead to better learning. Alternatively, additional evidence could make learners

less reliable on variability in the initial position. Related to this option would be the

introduction of counter evidence to V2. For several of the languages discussed in §1.3,

not only a rise in subject-initial sentences but also a rise in V3 sentences was noted.

Such sentences exhibit a crucial role for Yang (2000, 2002) and others in their accounts

for the loss of V2. It would thus be important to examine what effect different amounts

of counter evidence would have on the acquisition of the languages. This option could

also be further extended to test the effect of sociolinguistic aspects, such as language

contact (Kroch, Taylor & Ringe 2000). The learning input could be provided by two

competing social groups, similar to the design of Sneller & Roberts (2018). One of these

groups would use a dialect with a strict V2 grammar, whereas the other group uses a

dialect with a relaxed V2 grammar.

At the population level at least, V2 is not lost suddenly. This fact is reflected in the

gradual decline of V2 structures noted in §1.3. That is, the loss of V2 was a process that

spanned multiple generations. The experiments presented in Chapters 3 and 4 simulated

the effect of variability in a single generation. Although learning was negatively affected

when the variability was low, it does not become clear how the language would develop

when transmission occurs from one generation to the next. Although one would expect

a trajectory resembling the ones observed in natural languages, there is no guarantee

to actually find such a trajectory. Besides, cultural transmission has been recognised

as force that can shape language (Kirby, Cornish & Smith 2008, Kirby et al. 2015,

Smith & Wonnacott 2010, Beckner, Pierrehumbert & Hay 2017, Saldana et al. 2019).

Hence, a lab-based replication of such diachronic developments of natural languages

would provide stronger evidence for the hypothesis under investigation in this thesis.

The iterated learning paradigm developed by Kirby, Cornish & Smith (2008) would

constitute a suitable methodology for this purpose: the output of one generation of

participants is used as input for the next generation of participants. That is, the trajectory

of the loss of V2 should become traceable with this paradigm. A potentially interesting

version would be to compare trajectories of languages with and without additional

evidence for V2. For instance, one group would be exposed to a variability in the

clause-initial position as the only source of evidence. Another group would be exposed

to variability and additionally to alternating verb positions (i.e. V2 and V-final).7

All of the sketched alternatives could also be conducted with different populations.

On the one hand, children could be used as participants. On the other hand, different

adult populations should be studied. The difficulty of acquiring languages in which

objects account for the most frequent clause-initial constituent type could still be driven

by a bias against initial objects (cf. Martin et al. (2024) for a similar argument for the

7Among the historical languages that have lost V2, English is the only language with a VO/OV alternation.
At the time of the loss of V2, the loss of OV was already underway and relatively far advanced
(Wallenberg et al. 2021: 6). It therefore seems reasonable to predict that the language with the both
cues is more likely to sustain a V2 grammar.
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word order in nominal phrases). Testing speakers of a language with OSV or OVS word

order should not exhibit the same bias. Alternatively, languages with free word order

could be used if objects occur with considerable frequency in initial position in these

languages.

5.3.2 Corpus work
Apart from the aforementioned experimental work, additional corpus work is also

desirable. If variability is crucial for the acquisition of V2, as the present thesis indeed

suggests, all V2 languages should feature a relatively high proportion of adjunct-initial

sentences. The discussion of previous corpus work in §3.2 has shown that this predic-

tion is likely borne out, at least for some languages (e.g. Bohnacker & Rosén 2008,

Bohnacker & Lindgren 2014, Puggaard 2019). However, those studies are based on

a relatively small sample and should thus be cautiously interpreted. The validity of

these findings could be probed with large-scale corpus studies, similar to the one I

reported in §3.2 for German. Moreover, the distribution of clause-initial constituents

has not been investigated for V2 languages of non-Germanic origin. Data from these

languages would be particularly important as the fostering effect of variability should

hold cross-linguistically irrespective of language (sub)families. The Universals Depend-

encies (UD) project provides treebanks from a host of different languages and might

therefore constitute a suitable starting point. As of December 2023, the most recent

UD release comprises the following V2 languages: Afrikaans, Breton, Danish, Dutch,

Faroese, German, Icelandic, Norwegian, Swedish and Swiss German. Although the

listed languages are mostly of Germanic origin, insights into the distribution in Breton

would already extend existing knowledge considerably. Besides, the distributions of

clause-initial constituents have not been investigated before for all of the V2 languages

contained in UD. One potential caveat can found in the size of some these corpora in

that they may contain only a small number of sentences (e.g. 100 sentences in the case

of Swiss German). Nonetheless, any additional data would advance existing knowledge.

Even though variability in the clause-initial position fosters learning, there is no

guarantee that this variability is actually present in the input child learners receive.

That is, it is conceivable that V2 is acquired despite the absence of sufficient variability

in the clause-initial position. To date, corpus-based studies mainly scrutinised adult-

directed speech (though see Westergaard (2009b) for an exception). Although no

obvious reasons can be conceived as to why the patterns observed in adult-directed

speech would not hold for child-directed speech, the possibility of such differences

can also not be immediately ruled out. A comparison of previous work but also my

work (Table 3.4 and Figure 3.8 in §3.2) reveals that significant differences exists within

languages. For example, the proportion of subject-initial sentences ranges from 50% to

almost 67% in German, depending on the respective corpus. Accordingly, the proportion

of adjunct-initial sentences and to some extent the proportion of object-initial sentences

varies as well. That is, the distribution of clause-initial constituents appears to be

context-sensitive. In this light, different distributions of clause-initial constituents might

prevail in child-directed speech. This concern can be alleviated by examining the V2
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child-direct speech in the CHILDES corpus (MacWhinney 2000). The presence of a

considerable proportion of adjuncts would provide additional support for the role of

variability.

In addition, the distributions of clause-initial elements in child-direct speech for indi-

vidual children could be compared with the V2 errors children make during acquisition.

A correlation between the two factors would provide further support for the role of

variability in the input. This approach would be reminiscent of the study of Wester-

gaard, Lohndal & Lundquist (2023) who compare the amount of non-subject-initial

V2 sentences with the amount of V2 errors in the productions of Norwegian heritage

language speakers.

5.4 Conclusion
My goal in this thesis is to provide evidence that general features of human cognition

active during learning can (at least partially) explain the loss of V2 in different languages.

Based on a domain-general fostering effect of variability on learning, I hypothesised that

variability in the clause-initial constituent of V2 clauses fosters learning. Consequently,

a lack of variability should lead to the loss of V2. The hypothesis was addressed in a

series of artificial language learning experiments. As predicted, learners of a language

with less variability in the clause-initial position showed a worse learning outcome

than learners of a language with a higher variability in initial position. I interpret these

results as evidence that a decline in variability was one of the drivers of the loss of V2.

What is more, the results highlight that historical linguists and experimentally-working

linguists could fruitfully collaborate more closely in the future. Evidence from both

areas can help us to gain a better understanding of factors that underlie language

change.
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APPENDIX

Appendix A
Appendix A contains all training and testing materials used in the experiments reported

in Chapter 2 and Chapter 3. The production materials for testing were only used in

experiment 2 (§2.4) and experiment 3 (§3.2).

Training materials

Set Word order Block Sentence

1 S-V-M-O-A A The meteorologist checks automatically the map every

morning.

1 O-V-S-M-A B The map checks the meteorologist automatically every

morning.

1 A-V-S-M-O C Every morning checks the meteorologist automatically

the map.

2 S-V-M-O-A C William devours usually a feast on Tuesday.

2 O-V-S-M-A A A feast devours William usually on Tuesday.

2 A-V-S-M-O B On Tuesday devours William usually a feast.

3 S-V-M-O-A B The critic tastes carefully a dish every Monday.

3 O-V-S-M-A C A dish tastes the critic carefully every Monday.

3 A-V-S-M-O A Every Monday tastes the critic carefully a dish.

4 S-V-M-O-A A Lillian reads always a story at bedtime.

4 O-V-S-M-A B A story reads Lillian always at bedtime.

4 A-V-S-M-O C At bedtime reads Lillian always a story.

5 S-V-M-O-A C The chef slices aggressively an onion upstairs.

5 O-V-S-M-A A An onion slices the chef aggressively upstairs.

5 A-V-S-M-O B Upstairs slices the chef aggressively an onion.

6 S-V-M-O-A B Edward discovers alone a lake in Cuba.

6 O-V-S-M-A C A lake discovers Edward alone in Cuba.

6 A-V-S-M-O A In Cuba discovers Edward alone a lake.

7 S-V-M-O-A A The musician plays proudly the guitar outside.

7 O-V-S-M-A B The guitar plays the musician proudly outside.

7 A-V-S-M-O C Outside plays the musician proudly the guitar.

8 S-V-M-O-A C Alice designs finally the poster in Lisbon.

8 O-V-S-M-A A The poster designs Alice finally in Lisbon.

8 A-V-S-M-O B In Lisbon designs Alice finally the poster.
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Set Word order Block Sentence

9 S-V-M-O-A B The lumberjack wields dramatically the ax every day.

9 O-V-S-M-A C The ax wields the lumberjack dramatically every day.

9 A-V-S-M-O A Every day wields the lumberjack dramatically the ax.

10 S-V-M-O-A B Adam cleans quickly the house during summer.

10 O-V-S-M-A C The house cleans Adam quickly during summer.

10 A-V-S-M-O A During summer cleans Adam quickly the house.

11 S-V-M-O-A C The toddler wears typically a dress on Sunday.

11 O-V-S-M-A A A dress wears the toddler typically on Sunday.

11 A-V-S-M-O B On Sunday wears the toddler typically a dress.

12 S-V-M-O-A A Emily unseals silently the bottle at midnight.

12 O-V-S-M-A B The bottle unseals Emily silently at midnight.

12 A-V-S-M-O C At midnight unseals Emily silently the bottle.

13 S-V-M-O-A A The miller grinds traditionally the grain in Nebraska.

13 O-V-S-M-A B The grain grinds the miller traditionally in Nebraska.

13 A-V-S-M-O C In Nebraska grinds the miller traditionally the grain.

14 S-V-M-O-A C Emmet rents sometimes an apartment in France.

14 O-V-S-M-A A An apartment rents Emmet sometimes in France.

14 A-V-S-M-O B In France rents Emmet sometimes an apartment.

15 S-V-M-O-A B The engineer develops efficiently a tool in Germany.

15 O-V-S-M-A C A tool develops the engineer efficiently in Germany.

15 A-V-S-M-O A In Germany develops the engineer efficiently a tool.

16 S-V-M-O-A A Georgia hides secretly the chocolate inside.

16 O-V-S-M-A B The chocolate hides Georgia secretly inside.

16 A-V-S-M-O C Inside hides Georgia secretly the chocolate.

17 S-V-M-O-A C The caregiver visits officially the zoo every Sunday.

17 O-V-S-M-A A The zoo visits the caregiver officially every Sunday.

17 A-V-S-M-O B Every Sunday visits the caregiver officially the zoo.

18 S-V-M-O-A B Connor collects happily a payment every Tuesday.

18 O-V-S-M-A C A payment collects Connor happily every Tuesday.

18 A-V-S-M-O A Every Tuesday collects Connor happily a payment.

19 S-V-M-O-A A The archeologist excavates actively the temple next

month.

19 O-V-S-M-A B The temple excavates the archeologist actively next

month.

19 A-V-S-M-O C Next month excavates the archeologist actively the

temple.

20 S-V-M-O-A C Megan decorates nicely the tree in December.

20 O-V-S-M-A A The tree decorates Megan nicely in December.

20 A-V-S-M-O B In December decorates Megan nicely the tree.

21 S-V-M-O-A B The father sells hardly a motorcycle in Italy.

21 O-V-S-M-A C A motorcycle sells the father hardly in Italy.

21 A-V-S-M-O A In Italy sells the father hardly a motorcycle.
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Set Word order Block Sentence

22 S-V-M-O-A A Joe presents hopefully the product in Berlin.

22 O-V-S-M-A B The product presents Joe hopefully in Berlin.

22 A-V-S-M-O C In Berlin presents Joe hopefully the product.

23 S-V-M-O-A C The tourist buys quickly a villa in Bulgaria.

23 O-V-S-M-A A A villa buys the tourist quickly in Bulgaria.

23 A-V-S-M-O B In Bulgaria buys the tourist quickly a villa.

24 S-V-M-O-A B Tracy calculates precisely the equation in school.

24 O-V-S-M-A C The equation calculates Tracy precisely in school.

24 A-V-S-M-O A In school calculates Tracy precisely the equation.

25 S-V-M-O-A A The witch brews personally the potion since 2010.

25 O-V-S-M-A B The potion brews the witch personally since 2010.

25 A-V-S-M-O C Since 2010 brews the witch personally the potion.

26 S-V-M-O-A C Thomas causes unfortunately an accident on Friday.

26 O-V-S-M-A A An accident causes Thomas unfortunately on Friday.

26 A-V-S-M-O B On Friday causes Thomas unfortunately an accident.

27 S-V-M-O-A B The teacher corrects reluctantly the exam over night.

27 O-V-S-M-A C The exam corrects the teacher reluctantly over night.

27 A-V-S-M-O A Over night corrects the teacher reluctantly the exam.

28 S-V-M-O-A A Margaret earns currently a living in Switzerland.

28 O-V-S-M-A B A living earns Margaret currently in Switzerland.

28 A-V-S-M-O C In Switzerland earns Margaret currently a living.

29 S-V-M-O-A C The author revises eventually a novel in Boston.

29 O-V-S-M-A A A novel revises the author eventually in Boston.

29 A-V-S-M-O B In Boston revises the author eventually a novel.

30 S-V-M-O-A B Ethan repairs fortunately the toilet downtown.

30 O-V-S-M-A C The toilet repairs Ethan fortunately downtown.

30 A-V-S-M-O A Downtown repairs Ethan fortunately the toilet.
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Judgement

V-pos Initial Word order Sentence

V2 DO O-V-S-M-A A conference holds the superintendent officially

in November.

V2 DO O-V-S-M-A The statement approves Harper hopefully this

week.

V2 DO O-V-S-M-A The material understands the student poorly at

home.

V2 DO O-V-S-M-A A message retypes Hailey obsessively on whats-

app.

V2 simple A A-V-S-M-A Tonight steals the villain secretly a diamond.

V2 simple A A-V-S-M-A While cooking obeys Evelyn hardly the recipe.

V2 simple A A-V-S-M-A In Atlanta approaches the pilot slowly the run-

way.

V2 simple A A-V-S-M-A At bingo selects Wesley randomly a number.

V2 IO IO-V-S-M-DO To his son sends John personally a book.

V2 IO IO-V-S-M-DO To her daughter gives Mary always the check.

V2 IO IO-V-S-M-DO To the congregation shows the priest silently the

candle.

V2 IO IO-V-S-M-DO To the coach throws the player gently the ball.

V2 complex A AC-V-S-M-O In late April regrets the politician openly his mis-

conduct.

V2 complex A AC-V-S-M-O On this weekend admits the actor publicly the

addiction.

V2 complex A AC-V-S-M-O In conservative Utah repeats the minister properly

the oath.

V2 complex A AC-V-S-M-O On ad-free TV promotes the host surprisingly a

product.

V3 DO O-S-V-M-A The magazine the editor publishes traditionally

every Thursday.

V3 DO O-S-V-M-A Breakfast Larry eats normally before sunrise.

V3 DO O-S-V-M-A The sale the administrator regulates voluntarily

in Austria.

V3 DO O-S-V-M-A The graduation Emma celebrates adequately in

Florida.

V3 simple A A-S-V-M-O After Christmas the agent investigates actively

the murder.

V3 simple A A-S-V-M-O Before sunset Jack folds oddly the T-shirt.

V3 simple A A-S-V-M-O In Reno the magician bends successfully the

spoon.

V3 simple A A-S-V-M-O In Springfield Rachel renews constantly the

policy.
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V-pos Initial Word order Sentence

V3 IO IO-S-V-M-DO To the doctor the patient describes precisely the

pain.

V3 IO IO-S-V-M-DO To the shop George returns safely the computer.

V3 IO IO-S-V-M-DO To a beggar the tailor donates repeatedly a coat.

V3 IO IO-S-V-M-DO To the co-worker Sylvia mentions privately the

secret.

V3 complex A IO-S-V-M-DO At the moment the referee verifies briefly the

decision.

V3 complex A IO-S-V-M-DO This Thursday afternoon the artist finishes

already a painting.

V3 complex A IO-S-V-M-DO In every corner the boy sees apparently peril.

V3 complex A IO-S-V-M-DO In the workshop the carpenter saws rarely a

plank.
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Appendix B
In Chapter 3, the results of a Monte Carlo simulation were briefly discussed in footnote

16. Here, the simulation will be discussed in more detail. The discussion is based on a

subsection that was included in an earlier draft of the paper in §3.2 but later dropped

for reasons of space. Consequently, the same authorship statement as in Chapter 3

applies.

The results of the large-scale corpus study outlined in §3.2 have demonstrated that

the frequency distribution of clause-initial constituents in German is skewed. Subjects

are the most frequent clause-initial element, followed by adjuncts. Direct objects and

other constituents types are rarely found in initial position (cf. Figure 3.8). However, it

is worth considering what might drive this frequency skew, and what exactly learners

conclude from it. In particular, at least some of the skew may result from the probability

with which a given element is present in a sentence in the first place. If one type of

constituent has a higher baseline frequency of occurrence than another, it has more

opportunity to be fronted. For example, subjects are in principle more likely to occur in

sentences than objects because subjects are expressed in both intransitive and transitive

constructions.1 In a sense it is therefore unsurprising that subjects are the dominant

clause-initial element. More generally, it is possible that different constituent types

are actually equally likely to appear in clause-initial position once their likelihood of

appearing in a sentence is incorporated; in other words, the conditional probability

of different types may be identical. There is good reason to believe that learners are

sensitive to conditional probabilities, and can track and use them to learn about linguistic

structure (Saffran, Aslin & Newport 1996, Aslin, Saffran & Newport 1998). If learners

take into account conditional probabilities this might influence how they perceive the

distribution of clause-initial elements in a language like German. Therefore it is worth

determining whether the skew persists once this is taken into account.

In order to determine the conditional probabilities of different constituent types

appearing clause-initially, I ran a Monte Carlo simulation on the data reported in §3.2.2

1This glosses over the fact that topic drop (ia) and null subjects (ib) are permissible in certain contexts
in German (Cardinaletti 1990, Trutkowski 2016).

(i) a. _
_
hab
have

ich
I
gegessen.
eaten

german

‘I ate it’
b. ∅

pro
esse
eat

heute
today

nur
only

Maultaschen.
Swabian ravioli

‘I only eat Swabian ravioli today.’

Despite the existence of constructions like (i), my argument still holds as they are not equally
acceptable in all situations (Schäfer 2021).

2The conditional probability can also be calculated mathematically using (i). However, the total number
of adjuncts in the corpora exceeds the number of clauses and, as a result, the conditional probability
would be greater than 1. The simulation provides us with an elegant solution to circumvent this issue.

(i) p(A|B) = p(A∩B)
p(B) .
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Monte Carlo methods involve repeated random sampling which, in the present case,

means sampling of clause-initial constituents from the set of frontable constituents in a

clause. This process is repeated multiple times such that a distribution over distributions

can be formed for each constituent type. The observed counts are then compared to the

distribution of simulated counts. If the probability of being fronted is similar for each

constituent, the observed counts for each should lie within the simulated distribution.

If, on the other hand, the conditional probabilities diverge, the observed counts should

lie outside the simulated distribution.

In a first step, all constituents that can appear clause-initially were extracted for each

V2 clause. The constituent types and clauses were identical to the ones reported in

§3.2. Next, one constituent was randomly chosen as clause-initial element for each

sentence using a python script.3 After each round the distribution of each constituent

type was calculated by corpus. I repeated this process 10,000 times and compared the

distribution over distributions to the observed counts afterwards. Again, if all observed

counts lie outwith the distribution of the simulated counts, I can conclude that the skew

noted in the corpus persists even when conditional probability of different categories

are approximately equal.

A comparison of the observed counts to the simulated frequency distribution revealed

a consistent pattern in that each of the observed frequencies (shown as red vertical lines)

lies outside the simulated distribution (visualised in green). The direction of the results,

however, varied between the different constituent types. Non-clausal subjects (Figure

A.1), expletives (Figure A.2) and adverbial clauses (Figure A.3) occur more frequently

in initial position than expected. For adjuncts, a split picture emerged (Figure A.4).

Adjuncts occurred in initial position more frequently than expected in the wiki and

europarl corpora but the opposite was the case in the speeches corpus. All remaining

types such as direct objects (Figure A.5) and indirect objects (Figure A.6) occurred less

frequently than expected across the three corpora. Hence, we can conclude that even

when conditional probabilities are considered, the distribution of different constituent

types in clause-initial position is still skewed. This result, in combination with the

results obtained in §3.2, suggests that German speakers maintain a V2 grammar despite

the skewed frequency of initial constituents.

3Importantly, non-initial conjuncts in coordinated structures were treated differently if a coordinator
(und ‘and’, oder ‘or’) immediately preceded the finite verb (i.e. TP-coordination) as no constituent can
be preposed in these contexts. All constituents were counted as postverbal in theses cases.
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Figure A.1: Comparison of simulated and observed frequencies of clause-initial non-

clausal subjects.

Figure A.2: Comparison of simulated and observed frequencies of clause-initial explet-

ives.
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Figure A.3: Comparison of simulated and observed frequencies of clause-initial ad-

verbial clauses.

Figure A.4: Comparison of simulated and observed frequencies of clause-initial adjuncts.
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Figure A.5: Comparison of simulated and observed frequencies of clause-initial direct

objects.

Figure A.6: Comparison of simulated and observed frequencies of clause-initial indirect

objects.
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Appendix C
Appendix C contains the training and testing materials of experiment 5 (§4.4). To

increase the readability of the stimuli sentences, their English literal translations are

provided.

Lexicon
Noun (animate) Noun (inanimate) PP Verb

angel bag in the mountains cook

chef ball on the beach cut

boxer book on the boat eat

construction worker bowl on the bridge hammer

cyclist box in the cave kiss

devil bread in the city paint

diver carrot in the desert photograph

doctor chair under the Eifel tower see

captain chocolate on the farm touch

ballerina cushion in the kitchen wipe

pirate glasses at night give

priest hat in Pisa throw

police officer keyboard under the rainbow

queen leek in the snow

sheriff mug in the sunset

student plate in the thunderstorm

wizard potato on the train

scientist shoe in the vineyard
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Training materials

Set Word order Sentence

1 S-V-DO-A The angel paints the hat in the mountains

1 DO-V-S-A The hat paints the angel in the mountains

1 A-V-S-DO In the mountains paints the angle the hat

2 S-V-DO-A The boxer paints the chair on the boat

2 DO-V-S-A The chair paints the boxer on the boat

2 A-V-S-DO On the boat paints the boxer the chair

3 S-V-DO-A The cyclist eats the bread in the cave

3 DO-V-S-A The bread eats the cyclist in the cave

3 A-V-S-DO In the cave eats the cyclist the bread

4 S-V-DO-A The diver eats the chocolate in the desert

4 DO-V-S-A The chocolate eats the diver in the desert

4 A-V-S-DO In the desert eats the diver the chocolate

5 S-V-DO-A The captain kisses the book on the farm

5 DO-V-S-A The book kisses the captain on the farm

5 A-V-S-DO On the farm kisses the captain the book

6 S-V-DO-A The pirate kisses the plate at night

6 DO-V-S-A The plate kisses the pirate at night

6 A-V-S-DO At night kisses the pirate the plate

7 S-V-DO-A The police officer hammers the ball under the rainbow

7 DO-V-S-A The ball hammers the police officer under the rainbow

7 A-V-S-DO Under the rainbow hammers the police officer the ball

8 S-V-DO-A The scientist hammers the mug in the snow

8 DO-V-S-A The mug hammers the scientist in the snow

8 A-V-S-DO In the snow hammers the scientist the mug

9 S-V-DO-A The student cuts the leek in the thunderstorm

9 DO-V-S-A The leek cuts the student in the thunderstorm

9 A-V-S-DO In the thunderstorm cuts the student the leek

10 S-V-DO-A The ballerina cuts the bag in the vineyard

10 DO-V-S-A The bag cuts the ballerina in the vineyard

10 A-V-S-DO In the vineyard cuts the ballerina the bag

11 S-V-DO-A The chef touches the cushion on the beach

11 DO-V-S-A The cushion touches the chef on the beach

11 A-V-S-DO On the beach touches the chef the cushion

12 S-V-DO-A The doctor touches the box under the Eiffel tower

12 DO-V-S-A The box touches the doctor under the Eiffel tower

12 A-V-S-DO Under the Eiffel tower touches the doctor the box
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Order Initial Word order Sentence

V2 S S-V-DO-A The construction worker touches the keyboard on

the farm

V2 S S-V-DO-A The devil wipes the mug in the sunset

V2 S S-V-DO-A The police officer sees the glasses in the train

V2 DO DO-V-S-A The priest kisses the potato under the rainbow

V2 DO DO-V-S-A The box photographs the queen on the bridge

V2 DO DO-V-S-A The carrot cooks the doctor in the city

V2 A A-V-S-DO At night paints the sheriff the shoe

V2 A A-V-S-DO In the kitchen cooks the wizard the leek

V2 A A-V-S-DO In Pisa wipes the student the bowl

V2 IO IO-V-S-DO To the angel gives the devil the bowl

V2 IO IO-V-S-DO To the boxer throws the priest the hat

V2 IO IO-V-S-DO To the cyclist gives the student the chair

V2 IO IO-V-S-DO To the diver throws the ballerina the show

V2 IO IO-V-S-DO To the wizard gives the construction worker the

glasses

V2 IO IO-V-S-DO To the devil throws the sheriff the bread

V2 IO IO-V-S-DO To the queen gives the chef the chocolate

V2 IO IO-V-S-DO To the sheriff throws the scientist the plate

V2 IO IO-V-S-DO To the construction worker gives the angel the book

V3 S S-A-V-DO The construction worker in the thunderstorm ham-

mers the shoe

V3 S S-A-V-DO The devil on the bridge sees the bag

V3 S S-A-V-DO The chef in Pisa photographs the keyboard

V3 DO DO-S-V-A The potato the queen cuts in the snow

V3 DO DO-S-V-A The cushion the priest wipes on the train

V3 DO DO-S-V-A The glasses the scientist photographs in the city

V3 A A-S-V-DO In the vineyard the wizard eats the carrot

V3 A A-S-V-DO In the sunset the sheriff cooks chocolate

V3 A A-S-V-DO In the kitchen the pirate sees the bowl

V3 IO IO-S-V-DO To the captain the priest throws the keyboard

V3 IO IO-S-V-DO To the pirate the wizard gives the mug

V3 IO IO-S-V-DO To the police officer the boxer throws the leek

V3 IO IO-S-V-DO To the doctor the cyclist gives the potato

V3 IO IO-S-V-DO To the devil the construction worker throws the

carrot

V3 IO IO-S-V-DO To the priest the queen gives the ball

V3 IO IO-S-V-DO To the queen the diver throws the bag

V3 IO IO-S-V-DO To the sheriff the captain gives the cushion

V3 IO IO-S-V-DO To the wizard the ballerina throws the box
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